Simulating infrared spectra and hydrogen bonding in cellulose I$\beta$ at elevated temperatures
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We have modeled the transformation of cellulose I$\beta$ to a high temperature (550 K) structure, which is considered to be the first step in cellulose pyrolysis. We have performed molecular dynamics simulations at constant pressure using the GROMOS 45a4 united atom forcefield. To test the forcefield, we computed the density, thermal expansion coefficient, total dipole moment, and dielectric constant of cellulose I$\beta$, finding broad agreement with experimental results. We computed infrared (IR) spectra of cellulose I$\beta$ over the range 300–550 K as a probe of hydrogen bonding. Computed IR spectra were found to agree semi-quantitatively with experiment, especially in the O–H stretching region.

We assigned O–H stretches using a novel synthesis of normal mode analysis and power spectrum methods. Simulated IR spectra at elevated temperatures suggest a structural transformation above 450 K, a result in agreement with experimental IR results. The low-temperature (300–400 K) structure of cellulose I$\beta$ is dominated by intrachain hydrogen bonds, whereas in the high-temperature structure (450–550 K), many of these transform to longer, weaker interchain hydrogen bonds. A three-dimensional hydrogen bonding network emerges at high temperatures due to formation of new interchain hydrogen bonds, which may explain the stability of the cellulose structure at such high temperatures. © 2011 American Institute of Physics. [doi:10.1063/1.3646306]

I. INTRODUCTION

Energy from biomass is one of the possible sustainable sources of clean fuels.1–3 Pyrolysis is one of the most promising routes for converting lignocellulosic biomass to biofuels.4, 5 Pyrolysis involves thermal decomposition usually in the absence of oxygen.6–8 Although pyrolysis has been studied for over 60 years, the reaction mechanism(s) at the molecular level are still not well understood. Cellulose comprises more than half of plant material and, thus, is the most abundant biomolecule on earth.9 As such, molecular understanding of cellulose pyrolysis is important in developing efficient technologies for the conversion of biomass. In this article, we apply molecular dynamics to investigate structures and vibrational signatures of cellulose at elevated temperatures.

There are two broad sets of understanding in the literature about the mechanism of cellulose pyrolysis. Several reports assert that cellulose pyrolyses to solid, liquid, and gaseous products through an “active cellulose” intermediate,10–16 while other reports assume that no such intermediate exists.17–21 Of the mechanisms that include active cellulose, some postulate that active cellulose arises from irreversible depolymerization yielding a liquid above 550 K,12, 22–24 while others suggest active cellulose forms reversibly below 550 K from conformational changes in the solid.15, 16 Because of this level of controversy, we have studied the molecular structure and dynamics of cellulose at elevated temperatures to search for structural transitions. In particular, we have modeled cellulose I$\beta$ up to 550 K using classical molecular dynamics to compute the infrared (IR) spectrum as a probe of hydrogen bonding. This work is a first step to gain molecular-level understanding of the mechanism of cellulose pyrolysis. In future work, we will model cellulose depolymerization at much higher temperatures using reactive dynamics methods.

Cellulose is synthesized in the plasma membrane of plant cells during biogenesis in the form of highly crystalline microfibrils.25 The primary structure of cellulose is a linear homopolymer of glucose residues in the D-configuration and connected by $\beta$-(1–4) glycosidic linkages as shown in Fig. 1.9 Free hydroxyl groups present in cellulose are involved in various possible intramolecular and intermolecular hydrogen bonds giving rise to different crystalline arrangements of cellulose. Cellulose has four principal polymorphs: I, II, III, and IV.9 Naturally occurring (native) cellulose is cellulose I, the most abundant organic polymer on the earth. Cellulose I has been found to be a mixture of two crystalline forms, I$\alpha$ and I$\beta$, present in statistically different proportions.26 Both these structures consist of cellulose chains with alternate glucose units facing in opposite directions. These chains are arranged in parallel fashion and are linked through interchain OH···H hydrogen bonds. Sheets of polymeric chains are stacked over one another, stabilized by weaker CH···O interactions and van der Waals attractions.27, 28 Cellulose I$\beta$ is the dominant form present in most higher plant material,
prompting us to model the thermophysical properties of cellulose I\(\beta\) in the present study.

In their study of cellulose pyrolysis, Lin et al.\(^\text{15}\) found a reversible heat gain without mass loss at 475 K, suggestive of forming active cellulose. Wada studied structural changes in cellulose I\(\beta\) upon heating using x-ray diffraction,\(^\text{29,30}\) finding an increase in the \(a\) parameter and a sudden decrease in the \(b\) parameter above 490 K, suggesting formation of a high-temperature phase above 490 K. Watanabe et al.\(^\text{31,32}\) reported IR spectra that support the conclusions above. They interpreted the temperature-dependence of their IR spectra by positing a gradual disruption of intrachain hydrogen bonds between 300–470 K, followed by a sudden collapse of intrachain hydrogen bonds and formation of a new structure with weaker hydrogen bonds around 490 K.

Molecular modeling studies performed by Bergenstråehle et al.\(^\text{33}\) have also suggested a structural change above 450 K. In a more recent study, Matthews et al.\(^\text{34}\) have studied the structural changes in cellulose microfibrils at high temperatures in a hydrated environment. They found that twisting between neighboring sheets ceases due to the changes in hydrogen bonding at high temperatures. However, no study has been performed to compute the IR spectrum of cellulose as a probe of hydrogen bonding for comparison with experiment. Moreover, the interpretation suggested by Watanabe et al.\(^\text{31,32}\) is based on the spectral assignments postulated by Maréchal and Chanzy,\(^\text{35}\) which need to be tested by computer simulations. Using molecular dynamics to compute the dipole moment correlation function, one can obtain the IR spectrum taking into account anharmonicity and mode coupling present in many hydrogen-bonded systems. The challenge then becomes assigning peaks in the computed IR spectra. The presence of anharmonicity limits the use of normal mode analysis (NMA) (Refs. 36 and 37) for assigning peaks because the results depend too much on the configuration used for calculating second derivatives. Van Houteghem et al.\(^\text{38}\) have recently proposed a new method for interpreting vibrational spectra by projecting atomic velocities on selected directions of internal modes. However, the formulation of this method has been closely tied to vibrations in zeolite systems and, hence, may be of limited utility for our present study. Other approaches such as effective normal mode analysis\(^\text{39}\) and principle mode analysis\(^\text{40}\) have been reported for interpreting condensed-phase vibrational spectra, but these methods are largely relegated to analyzing liquids. To assign the IR spectra of cellulose I\(\beta\) at various temperatures, we report below a novel synthesis of NMA and power spectrum methods,\(^\text{41}\) combined with constant-pressure simulations to account for anharmonicity.

Cael et al.\(^\text{42}\) have previously applied NMA to cellulose I using a valence forcefield but could not reproduce the various OH stretching modes that arise from different hydrogen bonding patterns in cellulose. In addition, these authors did not test the forcefield by computing cellulose structure and other thermophysical properties. Moreover, this work was performed before the discovery of dimorphism (I\(\alpha\) and I\(\beta\)) in native cellulose. To address these issues, we have performed classical molecular dynamics simulations to compute IR spectra of cellulose I\(\beta\) as a probe of hydrogen bonding to understand effects from elevated temperature. We have used the GROMOS forcefield,\(^\text{43}\) which includes a quartic function to describe bond stretches. Our approach for assigning IR peaks takes into account the anharmonicity present in the forcefield.

We find below that most of our assignments in the OH stretching region agree well with previous results. However, we have found that some assignments need to be revisited. We find a structural transition of cellulose above 450 K due to disruption of intrachain hydrogen bonds, leading to formation of weaker interchain hydrogen bonds. We find a featureless IR spectrum above 450 K in agreement with experiment. However, in contrast to previous results which explain this featureless spectrum by positing disruption of OH\(3\ldots\cdot\)O5 hydrogen bonds, we find no such disruption in our simulations. We elaborate on this and other new findings below.

The remainder of this article is organized as follows: in Sec. II, we describe the methods for computing physical properties and IR spectra of cellulose I\(\beta\), followed by the new approach for assigning peaks in the IR spectra, in Sec. III, we give results and discussion of the IR spectra and hydrogen bonding patterns of cellulose at various temperatures, and in Sec. IV, we offer concluding remarks.

II. METHODOLOGY

A. Model

Cellulose I\(\beta\) has a monoclinic unit cell [\(a = 7.784 \ \text{Å},\) \(b = 8.201 \ \text{Å},\) and \(c = 10.38 \ \text{Å}; \gamma = 96.5^\circ\)] with a space group of P2\(_1\).\(^\text{44}\) The simulation box used in this study consisted of 4 \(\times\) 4 \(\times\) 4 primitive unit cells (5888 total atoms, 3584 united atoms) of cellulose I\(\beta\); a total of 256 glucose units arranged in 32 chains of length 8 glucose units. A detailed picture of the simulation cell is shown in Fig. 2. We observed no change in the average thermophysical properties (see Sec. III A) as well as the peaks of the computed IR spectrum (see supplementary material\(^\text{45}\)) upon increasing the system size to 5 \(\times\) 5 \(\times\) 5 unit cells. For computational efficiency, only polar hydrogens were treated explicitly, with non-polar hydrogens treated as united atoms with the corresponding bonded atom. As such, CH and CH\(_2\) groups were treated as united atoms with distinct atom types, masses, and interaction parameters. We also performed vibrational analysis of glucose to see whether coupling is present between the high frequency C–H and O–H stretching modes (see supplementary material\(^\text{45}\)), using B3LYP/6-311G(d,p) level of theory in GAUSSIAN03.\(^\text{46}\) We found no coupling between the
C–H and O–H stretching modes, likely because of the 500 cm$^{-1}$ mismatch. Hence, the use of this united atom model does not affect the O–H stretching modes, which are the focus of our work.

The initial coordinates were obtained from previous experimentally determined x-ray and neutron diffraction studies, which showed the presence of two different hydrogen bonding patterns in pure crystalline cellulose I$\beta$, corresponding to major and minor conformations. The difference was attributed to the multiple geometries of O6H6 and O2H2 hydrogen atoms. It has been shown previously that the minor conformation is energetically unfavorable, and believed to be the crystallographic average of a number of possible disordered hydrogen bonding patterns within the crystal. For the present study, the hydrogen bonding pattern corresponding to the major conformation was used for constructing initial conditions for molecular dynamics.

B. MD simulations

Atomistic molecular dynamics (MD) simulations were performed using the GROMACS 4.07 simulation package. The united atom forcefield GROMOS 45a4, developed for hexopyranose-based carbohydrates, was used for this study of cellulose structure and dynamics. A previous study comparing 18 different forcefields has shown that GROMOS, GLYCAM06, and MM3 are the best choices for studying disaccharides such as cellobiose. It was also shown previously that the GROMOS 45a4 forcefield reproduces the crystal structure of cellulose I$\beta$ at room temperature. We have used the GROMOS forcefield since it allows a computationally balanced approach by representing the OH groups explicitly, and the CH groups as united atoms. GROMOS 45a4 estimates bond-stretch potential energies using an anharmonic quartic potential as

$$V_b = \frac{1}{4} k_b \left| \vec{r}_{ij} \cdot \vec{r}_{ij} - r_0^2 \right|^2,$$

where $k_b$ is the quartic force constant, $r_0$ is the equilibrium bond length, and $\vec{r}_{ij}$ is the distance vector between the $i$th and $j$th atoms. The quartic force constant is related to the harmonic force constant (denoted as $k_{b,\text{harm}}$) according to

$$k_b = k_{b,\text{harm}} \frac{2}{r_0^2}.$$

Since the harmonic force constant is proportional to the square of the wavenumber, Eq. (2) suggests that the quartic force constant is also proportional to the square of the wavenumber. To fit the experimentally measured O6–H6
vibrational frequency, the H-OA quartic force constant was adjusted from 1570 to 1750 kJ/mol/Å².

Periodic boundary conditions were applied in all directions according to the minimum image convention to mimic an infinite crystal. Short range interactions were computed using a Lennard-Jones potential, with a dispersion correction of both energy and pressure using a cutoff of 12 Å. Neighbor lists for non-bonded interactions were generated every time step using the cut-off radius of 12 Å. Coulombic interactions were calculated with an electrostatic cutoff of 12 Å using the Particle-mesh Ewald method with a Fourier grid spacing of 1.2 Å and an interpolation order of 4. The leap frog algorithm was used to integrate Newton’s equations of motion using a time step of 1.0 fs.

IR spectra were computed by performing constant-volume (NVT) MD simulations with target temperatures of 300, 350, 400, 450, 500, and 550 K. To generate an initial equilibrated structure at each temperature, constant-pressure (NPT) MD simulations were performed for 5 ns at each temperature with a target pressure of 1 bar. We observed no structural change for the next 5 ns. The data collected during this run was used to compute the thermophysical properties such as cell parameters, density, and thermal expansion coefficients. In general, velocities were randomly initialized using a Maxwellian distribution at the target temperature. The temperature of the system was kept constant using the Nosé-Hoover thermostat with a time coupling parameter of 0.1 ps. We found that increasing this time coupling parameter had no significant effect on IR peak positions nor on the average temperature. NVT MD simulations were performed for 350 ps and the average properties were computed for the last 250 ps with data collected at every 4 fs (see Sec. II E for more details on the IR spectra calculations). The electrical flux-flux correlation function with time constant was found to decay in a time scale of picoseconds (see supplementary material for the 300 K correlation function). This suggests a simulation time of 250 ps is enough to calculate the IR spectrum. For NPT simulations, the pressure was controlled using an anisotropic Berendsen barostat with a coupling parameter of 1 ps. The target pressure was set to 1 bar along the diagonal xx, yy, and zz directions, and to 0 bar along the off-diagonal xy/yx, xz/zw, and yz/zy directions. The compressibility was set to 10⁻⁶ bar⁻¹ in all directions, and the reference coordinates were scaled with the scaling matrix of the pressure coupling.

Hydrogen bonds were counted using a cut-off distance of 2.5 Å between a hydrogen and its acceptor oxygen. We found no change in the trends of hydrogen bonding upon changing the cut-off distance by ±0.1 Å.

C. Thermal expansion coefficient

Thermal expansion coefficients were calculated for the unit cell dimensions a and b at 300 and 500 K. The cell parameters were obtained by performing NPT simulations for 10 ns and the average lattice parameters were obtained from the last 5 ns. The average lattice parameters were computed for the temperature ranges of 280–320 K and 480–520 K. Two linear least square fits were performed separately in these temperature ranges. The slopes obtained from these fits were used to calculate the thermal expansion coefficients as follows:

$$\alpha = \frac{1}{l(t) - l(0)} \frac{dl}{dT},$$  \hspace{1cm} (3)

where $$\alpha$$ is the thermal expansion coefficient, l is the unit cell length in a or b directions, and T is the temperature of the system.

D. Dipole moment and dielectric constant

The total dipole moment [denoted as M(t)] of the cellulose simulation cell at any time t was obtained by summing the product of charges and position vectors of the individual atoms as

$$M(t) = \sum_{i=1}^{N} q_i \vec{r}_i,$$  \hspace{1cm} (4)

where N is the total number of atoms and $$q_i$$ is the charge and $$\vec{r}_i$$ is the position vector of the i-th atom. The (relative) dielectric constant (denoted as $$\varepsilon$$) of a material can be written in terms of real and imaginary parts according to\(^\text{59}\)

$$\varepsilon(\omega) = \varepsilon'(\omega) - i \varepsilon''(\omega),$$  \hspace{1cm} (5)

where $$\varepsilon'(\omega)$$ is the frequency-dependent dielectric constant associated with polarization, $$\varepsilon''(\omega)$$ is the frequency-dependent dielectric constant associated with heating (“loss”), and $$\omega$$ is the angular frequency. In the limit $$\omega \to 0$$, one finds that $$\varepsilon'' \to 0$$ and $$\varepsilon'$$ becomes the static dielectric constant (e.g., ∼80 for water at STP). We calculated the static dielectric constant of cellulose Iβ using the Debye dielectric theory,\(^\text{59}\) which assumes exponential decay of the total dipole moment correlation function with time constant $$\tau$$, hence giving the following equations for $$\varepsilon'(\omega)$$ and $$\varepsilon''(\omega)$$:

$$\varepsilon'(\omega) = 1 + 4\pi \beta \sigma_M^2 \left( \frac{1}{1 + \omega^2 \tau^2} \right),$$  \hspace{1cm} (6)

$$\varepsilon'(0) = 1 + 4\pi \beta \sigma_M^2,$$  \hspace{1cm} (7)

$$\varepsilon''(\omega) = 4\pi \beta \sigma_M^2 \left( \frac{\omega \tau}{1 + \omega^2 \tau^2} \right),$$  \hspace{1cm} (8)

where $$\sigma_M^2 = \langle \delta \vec{M}(0) \cdot \delta \vec{M}(0) \rangle$$ is the variance of the total dipole moment because of thermal fluctuations.

E. Infrared spectrum

The infrared spectrum for a system in equilibrium can be computed using linear response theory by Fourier transforming the total dipole moment autocorrelation function as:

$$I'(\omega)_{c,l} = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \langle \vec{M}(0) \cdot \vec{M}(t) \rangle,$$  \hspace{1cm} (9)

$$I'(\omega)_{c,l} = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \langle [\vec{M}(0) \cdot \vec{M}(t)] - |\vec{M}|^2 \rangle,$$  \hspace{1cm} (9)

where $$I'(\omega)_{c,l}$$ is the classical spectral density or the classical absorption lineshape and $$\omega$$ is the angular frequency of the
IR radiation. Using periodic boundary conditions during MD simulations causes discontinuities in position due to leaving and entering of atoms inside the simulation box. By using Parseval’s theorem, the Wiener-Khintchine theorem, and properties of Fourier transforms, several authors have shown that \( I(\omega) \) can be converted to a mathematically equivalent form

\[
I(\omega)_{cl} = \frac{1}{2\pi \omega^2} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \left( \frac{d\tilde{M}(0)}{dt}, d\tilde{M}(t) \right)
\]

\[
= \frac{1}{2\pi \omega^2} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \left( \sum_{i=1}^{n} q_i \tilde{v}_i(0), \sum_{j=1}^{n} q_j \tilde{v}_j(t) \right),
\]

where \( \tilde{v}_i(t) \) is the velocity of \( i \)th particle at time \( t \). The quantity \( \left( \sum_{i=1}^{n} q_i \tilde{v}_i(0), \sum_{j=1}^{n} q_j \tilde{v}_j(t) \right) \) is referred to as the electrical flux-flux correlation function. Casting the spectrum in terms of the velocities avoids the problem with periodic boundary conditions.

To prevent spectral leakage due to non-periodic data, the Blackman window was applied as a data filter before applying the Fourier transform. The resulting IR spectra were smoothed using a 9-point moving average filter to reduce spectral noise. To correct the spectral density obtained from the classical correlation function, several quantum correction factors have been suggested in the literature. The quantum correction factor based on the “harmonic approximation” (HA) (Refs. 37 and 70) was applied in this study; this factor has previously been shown to work best for hydrogen bonded systems. The corrections based on HA become significant at high frequencies and low temperatures (for \( T = 300 \) K and \( \bar{v} = 3500 \) cm\(^{-1} \), HA = 16.8; for \( T = 300 \) K and \( \bar{v} = 500 \) cm\(^{-1} \), HA = 2.7; at \( T = 550 \) K and \( \bar{v} = 3500 \) cm\(^{-1} \), HA = 9.2). The final spectral density is obtained as follows:

\[
I(\omega) = Q_{HA} I(\omega)_{cl} = \left( \frac{\beta \hbar \omega}{1 - \exp(-\beta \hbar \omega)} \right) \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \left( \frac{d\tilde{M}(0)}{dt}, d\tilde{M}(t) \right).
\]

\[ \text{G. Normal mode analysis} \]

In NMA, cellulose Iβ is considered to be a 3N-dimensional harmonic oscillator, where \( N = 3584 \) atoms in the simulation cell under periodic boundary conditions. The instantaneous configuration of cellulose in Cartesian space is denoted by the 3N-dimensional vector \( \vec{r}^N = (\vec{r}_1, \vec{r}_2, \vec{r}_3, \ldots, \vec{r}_N) \), where \( \vec{r}_i \) is the three-dimensional position vector of the \( i \)th atom. Similarly, the ground-state configuration in Cartesian space is denoted by \( \vec{r}^N(0) = (\vec{r}_1(0), \vec{r}_2(0), \vec{r}_3(0), \ldots, \vec{r}_N(0)) \). This ground state depends on the lattice parameters \( (a, b, c) \), which in turn depend on temperature because of anharmonicity (see Fig. 2). Furthermore, a Cartesian displacement in the ground state is denoted by \( \Delta \vec{r}^N = \vec{r}^N - \vec{r}^N(0) = (\Delta \vec{r}_1, \Delta \vec{r}_2, \Delta \vec{r}_3, \ldots, \Delta \vec{r}_N) \). Finally, the displacement in mass-weighted Cartesian space is \( \vec{q}^N = (\sqrt{m_1} \Delta \vec{r}_1, \sqrt{m_2} \Delta \vec{r}_2, \sqrt{m_3} \Delta \vec{r}_3, \ldots, \sqrt{m_N} \Delta \vec{r}_N) \). Using these definitions, the harmonic approximation for the potential energy in Cartesian space is given by

\[
V(\Delta \vec{r}^N) \approx V(\vec{0}) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} \left( \frac{\partial^2 V}{\partial (\Delta \vec{r}_i) \partial (\Delta \vec{r}_j)} \right) \cdot \Delta \vec{r}_i \cdot \Delta \vec{r}_j,
\]

and in mass-weighted Cartesian space is given by

\[
V(\vec{q}^N) \approx V(\vec{0}) + \frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\vec{q}_i \cdot \vec{q}_j) V(\vec{0}) : \vec{q}_i \cdot \vec{q}_j.
\]

In Eq. (13), \( (\vec{q}_i \cdot \vec{q}_j) V(\vec{0}) \) is a \( 3 \times 3 \) mass-weighted force constant matrix evaluated at a temperature-dependent ground state configuration of cellulose. For each temperature, average cell parameters were computed by performing \( NPT \) equilibration runs as mentioned in Sec. II B. These cell parameters were then fixed to their average values for a given temperature, and the system potential energy was minimized using the conjugate gradient method until the root-mean-square forces were less than 0.001 eV/Å. The resulting structure was used to obtain the force constant matrix. Normal modes were computed by calculating the eigenvalues and eigenvectors of the \( 3N \times 3N \) mass-weighted force constant matrix \( [A_{ij}]_{N \times N} \) (where \( A_{ij} = (\vec{q}_i \cdot \vec{q}_j) V(\vec{0}) \)), using standard routines implemented in GROMACS utilities. Of the 3N eigenvalues \( (k_i) \) so obtained, the first six equal zero corresponding to the three translational and three rotational motions, while the remaining \( 3N - 6 \) eigenvalues correspond to all the vibrational modes which may or may not be IR active. The wavenumber corresponding to the \( i \)th normal mode is given by \( \nu_i = \sqrt{k_i / 4\pi^2 c^2} \), where \( c \) is the speed of light. The normal mode spectrum was obtained by plotting Lorentzian functions

\[ \text{F. Assignment of peaks} \]

The following approach was used for assigning peaks in the IR spectrum, with a focus on the OH stretching region:

- IR spectra at various temperatures were computed.
- For a particular temperature, the normal mode spectrum was obtained as outlined below. The normal mode frequencies correspond to all the vibrational modes of the system, some of which are IR inactive.
- For each normal mode in the OH stretching region of the normal mode spectrum, the atom exhibiting the maximum displacement in the corresponding eigenvector was identified.
- The power spectrum for this atom was then computed as outlined below at the appropriate temperature. This allows a local assignment of the IR spectrum, while incorporating anharmonicity from the quartic forcefield in the power spectrum.
- The peak in the IR spectrum with maximal overlap with the main peak in the power spectrum was thus assigned to the motion of the corresponding atom (or OH bond).
centered on the NMA wavenumbers ($\bar{\nu}_i$) according to

$$I(\bar{\nu}) = \sum_i \frac{\Gamma}{(\Gamma^2 + (\bar{\nu} - \bar{\nu}_i)^2)},$$

(14)

where $\Gamma$ is a Lorentzian linewidth taken to be $1 \text{ cm}^{-1}$, and the normal mode spectrum was plotted using a binwidth in $\bar{\nu}$ of $1 \text{ cm}^{-1}$.

To assist in the IR assignments, we generated visualizations of various normal mode vibrations of cellulose $\text{I}\beta$. The eigenvectors ($\vec{U}_i$) obtained represent displacement directions of the normal modes in mass-weighted Cartesian space. The normal mode directional vectors ($\vec{u}_i$) in Cartesian space can be obtained from $\vec{U}_i$ by dividing with the square root of mass of the $i$th atom and then re-normalizing the resulting vector. Motion in Cartesian space along a given normal mode is obtained by

$$\vec{r}^N = \vec{r}_0^N \pm \lambda \vec{u}_i,$$

(15)

where $\lambda$ is the fractional displacement along the normal mode vector.

H. Power spectrum

Because of the anharmonicity in the GROMOS 45a4 forcefield (see Eq. (1)), normal mode frequencies are often shifted from IR peak positions. To link the normal mode results with the computed IR spectra, we computed power spectra of selected atoms using the selection algorithm described above. Power spectra were obtained by computing Fourier transforms of atomic velocity autocorrelation functions according to

$$I(\omega)_{pw} = \frac{1}{2\pi} \int_{-\infty}^{\infty} dt \ e^{-i\omega t} \langle \delta \vec{v}_i(0) \delta \vec{v}_i(t) \rangle,$$

(16)

where $\vec{v}_i$ is the velocity vector of the $i$th atom.

III. RESULTS AND DISCUSSION

We begin by presenting calculations of thermophysical properties to test the performance of the GROMOS 45a4 forcefield. We then present the IR spectrum of cellulose $\text{I}\beta$ at room temperature, and our assignment of its peaks with special focus on the OH stretching region. Finally, we present the temperature dependence of the IR spectrum and the hydrogen bonding pattern of cellulose.

A. Thermal expansion of cellulose at standard pressure

We calculated the density variation with temperature and thermal expansion coefficients at 300 and 500 K. Figures 2 and 3 show various aspects of low- and high-temperature structures of cellulose $\text{I}\beta$, respectively. Here we focus on Figs. 2(c) and 3(c), which show the intersheet spacing increase from 4.2 to 4.4 Å, from 300 to 500 K. This accounts for the change in density discussed below. We reference...
Figs. 2 and 3 in the analysis and discussion throughout the rest of the paper. We performed these simulations to benchmark our study with the results reported previously by Bergenstråhle et al. The average density of cellulose Iβ at 300 ± 4 K was obtained as 1498 ± 0.5 kg/m³, which is 3% less than that estimated from the experimental studies performed on cellulose Iβ. This is because the GROMOS 45a4 force field overestimates the unit cell parameter (by 8%), the direction perpendicular to the cellulose sheets. As mentioned previously by Bergenstråhle et al., the overestimation of the a parameter may be due to the incomplete treatment of intermolecular forces arising from the united atom model, which underestimates carbon negative charges in CH and CH₂ groups, thereby underestimating Coulombic interactions.

The computed and experimental variations of density with temperature are given in Fig. 4, which shows simulations for 64 and 125 unit cells. The simulated and experimental densities show the same trends, though as mentioned above, our simulations underestimate the density due to overestimation of the a parameter. As expected, the density decreases with increasing temperature. There is a sudden decrease in density between 400–450 K in simulations, and around 500 K in experiments, suggesting a marked structural change. Is this structural change a first-order phase transition, we would see the simulated density change with temperature becomes more precipitous for larger system sizes. This is not the case, as shown in Fig. 4, suggesting that this structural change is indeed not a first-order phase transition.

The computed variations with temperature of the unit cell parameters a and b are plotted in Fig. 5 along with experimentally obtained unit cell parameters from x-ray diffraction studies performed by Wada et al. As mentioned before we observe an overestimation by simulations of the a parameter by ~8%. The experimental results exhibit a monotonic increase in the a parameter and a monotonic decrease in the b parameter with a possible structural change observed in the temperature range 500–530 K. In contrast, the simulated values do not exhibit monotonic trends. Indeed, the a parameter shows a reproducible maximum at 450 K that was also found in the previous study by Bergenstråhle et al. This maximum occurs with an approximately balancing minimum in the unit cell angle γ, thereby eliminating a cusp in the density. This effect may have been masked by experimental x-ray results because the sample contained a mixture of major and minor conformations. More research is needed to determine if this effect is real, and if so, how it can be revealed experimentally.

The simulated thermal expansion coefficients for a and b cell dimensions are 10.8 × 10⁻⁵ and 1.3 × 10⁻⁵ K⁻¹, respectively. The corresponding experimental values are 9.8 × 10⁻⁵ and 1.2 × 10⁻⁵ K⁻¹, respectively. Our calculations overestimate these thermal expansion coefficients by only 12% and 9% for a and b cell dimensions, respectively, indicating excellent agreement with experimental results at 300 K. At elevated temperatures (>500 K) Wada et al. estimated thermal expansion coefficients for unit cell parameters a and b as 19.8 × 10⁻⁵ and −1.6 × 10⁻⁵ K⁻¹, respectively. Our simulated thermal expansion coefficients at 500 K are 31.5 × 10⁻⁵ and −4.1 × 10⁻⁵ K⁻¹, respectively, again showing excellent agreement with experiment in both sign and order of magnitude. The negative thermal expansion coefficient along the y-axis at 500 K was found to arise in our simulations from tilting of cellulose chains as shown in Fig. 3. Comparing the equilibrated structures at 300 K (Fig. 2) and 500 K (Fig. 3) perpendicular to the xy plane, it can be seen that the high-temperature structure has tilted chains. This effect of tilting of chains also has been reported previously. We found that at low temperatures (<450 K), most of the O5-C5-C6-O6 torsional angles assume a trans-gauche (an angle of 180°) conformation. These convert to gauche-gauche (an angle of 300°) and gauche-trans (an angle of 60°) conformations at high temperatures (data not shown) similar to the finding previously reported by Bergenstråhle et al.

B. Dipole moment and dielectric constant

The total dipole moment of cellulose as a function of time obtained from MD simulations is plotted in Fig. 6. This shows that the major contribution to the overall dipole moment is along the z-axis which is parallel to the cellulose chains. The average dipole moment along the y-axis is found to be 0 ± 0.05 D, which is expected since the cellulose polymer...
consists of alternating glucose units with 180° flips along the y-axis. The average magnitude of celluloses dipole moment obtained from our calculations is 4.4 D per cellobiose unit. Since cellulose is soluble only under extreme conditions, an experimental value of the total dipole moment of cellulose is not available. Thus, direct comparison to our simulations is not possible. However, dipole moments of cellobiose and derivatives of cellulose have been measured. The dipole moment of cellobiose with a nitrogen content of 12.3% has been reported to be 6.0 D from the dielectric data of Jaktar and Sastry. The dipole moment of glucose monomer has been measured for cellulose diacetate in dioxane as 2.8 D (Ref. 81) or 5.6 D per cellobiose unit. Cocinerò et al. have reported a dipole moment for α-phenyl cellobiose of 5.2 and 7.0 D for trans and cis conformers, respectively, from ab initio calculations. Comparing to these values suggests that our simulations provide a reasonable (if somewhat low) estimate of the total dipole moment.

The experimental value of the (relative) static dielectric constant $\varepsilon'(0)$ of cellulose at 303 K is 2.1. We found from simulation the static dielectric constant to be $1.89 \pm 0.01$ at 300 ± 4 K, underestimating the experimental value by 10.2%. This low value is consistent with the low dipole discussed above, and may be reflect forcefield error. Alternatively, this may suggest that 90% of the static dielectric response in cellulose arises from reorientation of dipoles (mostly OH groups) with fixed point charges, and that the remainder comes from fluctuating atomic charges (not treated in our model).

The reasonable agreement between our simulations and experiments for the density, thermal expansion coefficients, dipole moment, and dielectric constant at 300 K suggests that the GROMOS 45a4 forcefield provides an adequate representation of the bulk structure and dynamics of cellulose Iβ. Armed with this agreement, we now turn to a study of the IR spectrum at 300 K.

C. IR spectrum of cellulose at 300 K

We show in Fig. 7 the computed IR spectrum of cellulose Iβ at 300 K, alongside the experimental IR spectrum obtained from Maréchal and Chanzy. Before making the comparison, we first summarize the gross assignments of this IR spectrum proposed for cellulose Iβ. Peaks in the 3000–3600 cm$^{-1}$ band are assigned as O–H stretching modes of the alcoholic groups. The bands located around 2900 cm$^{-1}$ are attributed to the C–H stretching modes; the bands in the 1250–1450 cm$^{-1}$ region are assigned to C–O–H and C–H bending modes; and the bands in the region 950–1250 cm$^{-1}$ are associated with C–O stretching modes.

We now compare the experimental and computed IR spectra of cellulose Iβ. In the region 3000–3600 cm$^{-1}$ we find a good qualitative match in the shape of the IR spectrum, although the computed spectrum is quite a bit more narrow than experiment. This could be because we are using a homogeneous model of cellulose Iβ with only the major conformation, whereas the actual experimental sample contained both conformations and, hence, exhibited heterogeneity in hydrogen bonding. Moreover, the presence of amorphous regions and moisture in the experimental sample can broaden the IR spectrum in the O–H stretching region. Using NMA and visualizations of the normal modes, we assigned peaks in this region (3000–3600 cm$^{-1}$) as O–H stretches in agreement with previous interpretations. More detailed assignments of these peaks are provided below in this section.

We observe no computed peak around 2900 cm$^{-1}$, the putative C–H stretching region, as compared to the experimental spectrum. This is because CH and CH$_2$ groups are considered as united atoms in the model we have used. This also means that the computed IR spectrum is devoid of other IR-active modes involving CH and/or CH$_2$ motion, e.g., the CH$_2$ bend assigned to the experimental peak at 1428 cm$^{-1}$. Comparing the rest of the IR spectrum with experiment, we observe acceptable agreement in the overall locations of bands, but relatively poor agreement in their intensities. This is likely because of the united atom model, which modifies dipole fluctuations by lumping charges into united atoms.

Maréchal and Chanzy assigned IR peaks in the region 1300–1450 cm$^{-1}$ to C–O–H bending modes. By visualizing normal modes, we have assigned peaks in the 1250–1400 cm$^{-1}$ region to C–O–H bends, suggesting good agreement with experiment with a simulation error (redshift) of 50 cm$^{-1}$. We were unable to assign the rest of the spectrum below 1250 cm$^{-1}$ due to the delocalized nature of these low-frequency normal modes in cellulose. Because the structure of cellulose is largely controlled by hydrogen bonding mediated by OH groups, the remainder of this paper focuses on the assignment and temperature dependence of the high-frequency O–H stretch region of the IR spectrum.

In the computed O–H stretching region, we find three peaks at 3409, 3366, and 3356 cm$^{-1}$. A pictorial representation of different types of hydrogen bonds observed at room temperature is given in Fig. 2. We observed no inter-sheet hydrogen bond at this temperature, giving hydrogen-bonding pattern that is two-dimensional as shown in Fig. 2. The methodology for assignment of these peaks is depicted in Fig. 8. We first computed the NMA spectrum, shown on the x-axis in Fig. 8. We observe an overall blueshift in the IR spectrum in comparison to the NMA spectrum; this shift arises...
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from anharmonicity in the GROMOS 45a4 forcefield. We then analyzed the normal modes corresponding to the peaks in this NMA spectrum, by identifying the atom with maximum displacement for each of the normal mode eigenvectors represented in this spectrum. For example, the NMA spectral peak at 3370 cm⁻¹ corresponds to atom number 3174, a hydrogen bound to oxygen O6; this H6 atom represents 78% of the normal mode displacement. We then computed the power spectrum of this atom at the relevant temperature. The wavenumber corresponding to the maximum-intensity peak in the power spectrum of atom 3174 is plotted in Fig. 8 as a dot labeled O6H63174(78). The x-coordinate of this point is the wavenumber from NMA, while the y-coordinate is the wavenumber from the power spectrum; they differ because of anharmonicity in the forcefield. We see from Fig. 8 that the IR peak at 3409 cm⁻¹ (y-axis) can be assigned as an O6–H6 stretching mode, which agrees well with the assignment made by Maréchal and Chanzy. 35

We also see from Fig. 8 that the assignments of peaks at 3366 and 3356 cm⁻¹ are not straightforward because of overlapping O3–H3 and O2–H2 stretching modes. We can, however, gain insight into the relative intensities of these IR peaks by considering hydrogen bonding. In general, stronger hydrogen bonding produces more intense and more redshifted IR peaks, due to flattening of the O–H stretch potential and increased vibrational amplitude. 39 We observe in the simulated IR spectrum more intense peaks at 3356 and 3366 cm⁻¹,
redshifted from the less intense peak at 3409 cm$^{-1}$. Our assignment approach depicted in Fig. 8 suggests that these more intense, redshifted IR peaks involve O2H2 and O3H3 groups. This is consistent with the fact that O2H2 and O3H3 participate in intrachain hydrogen bonding, which is typically stronger in cellulose than the interchain hydrogen bonding of O6H6.

Maréchal and Chanzy$^{35}$ have assigned the peak at 3341 cm$^{-1}$ to the O3–H3 stretching mode and the peak at 3273 cm$^{-1}$ to the O2–H2 stretching mode. Our computational results in Fig. 8 suggest, however, that such a clean assignment misses the overlapping nature of O2–H2 and O3–H3 vibrations. Maréchal and Chanzy also argued that only 30% of O2H2 atoms are involved in strong intramolecular hydrogen bonds with O6 atoms, thereby suggesting that only 30% of the O5-C5-C6-O6 torsional angles assume a trans-gauche conformation (an angle of 180°). This contradicts results from x-ray diffraction$^{44}$ and solid state $^{13}$C NMR spectroscopy,$^{90}$ which have found that most of the O5-C5-C6-O6 angles are indeed present in trans-gauche conformations. This analysis taken together with our modeling results suggest that there is room for new understanding in the assignment of the cellulose I$\beta$ IR spectrum.

D. IR spectrum of cellulose with heating

In Figs. 9 and 10, we show the high-frequency regions of simulated IR spectra of cellulose I$\beta$ in the ranges of 300–400 K and 450–550 K, respectively. We see distinct peaks in the IR spectrum at and below 400 K, while at and above 450 K the spectrum is much more diffuse without discernible features. Such a transition is also seen in the experimental spectra reported by Watanabe et al.,$^{32}$ where a featureless IR spectrum was observed upon heating. Our simulations suggest two distinct causes of this broadening: redistribution of hydrogen bonds upon heating from 400 K to 450 K, and inhomogeneous broadening even for hydrogen bonds that persist upon heating. Detailed analyses of both these effects are given in Sec. III E. Pictorial representations of the different hydrogen bonds present in the low-temperature and high-temperature structures are also shown in Figs. 2 and 3, respectively.

In Fig. 9 we find that increasing temperature decreases the intensities of most of the OH peaks. This is because heating weakens hydrogen bonds which tighten OH vibrations, thereby reducing vibrational amplitudes and, hence, oscillator strengths. As temperature increases, the experimental IR peaks in the OH region mostly shift to the blue, in some cases by as much as 1.5%, but mostly by much less.$^{32}$ In contrast, our simulations predict very light redshifts upon heating, which remain to be understood.

E. Hydrogen bonding analysis

We show in Fig. 11 how hydrogen bonding changes with increasing temperature. Although a hydrogen bonding analysis was presented previously by Bergenstråhle et al.$^{33}$ their analysis is incomplete, focusing on only a subset of all intrachain and interchain hydrogen bonds, and lacking comparison with experiment. In Fig. 11, we see that increasing temperature from 300 K to 550 K decreases the total number of hydrogen bonds by only 20%. This is surprising, given the substantial change in the IR spectrum over this temperature range. To understand this persistence of hydrogen bonding, we have tracked the numbers of intrachain and interchain hydrogen bonds, shown also in Fig. 11. Intrachain hydrogen bonds are responsible for chain conformation stability, whereas interchain hydrogen bonds are responsible for sheet stability.$^{27}$ We find in Fig. 11 with the increase in temperature there is substantial rupture of intrachain hydrogen bonds by 450 K, approximately balanced by formation of new interchain hydrogen bonds. Thus, many of the OH groups involved in intrachain hydrogen bonding at low temperature form interchain hydrogen bonds at higher temperatures, producing a high temperature structure with more stable sheets. The presence of such a high temperature crystalline structure is supported by XRD experiments,$^{29,30}$ which observe a sudden change in the cell parameters (see Fig. 5). This additional sheet stability attributed to the
formation of a three-dimensional hydrogen bonding pattern may explain why cellulose does not melt below 550 K.

We show in Fig. 12 how heating changes the numbers of specific hydrogen bonds. We see from Fig. 12 that there are dramatic changes in the numbers of all the hydrogen bonds around 400–450 K except for O3H3···O5 intrachain bonds, which show only a gradual decrease with temperature. We observe essentially complete breaking of O2H2···O6 intrachain bonds by 450 K, leading to the formation of O2H2···O6 and O2H2···O3 interchain hydrogen bonds. Watanabe et al.32 have shown through two-dimensional correlation IR spectroscopy that O2H2···O6 intrachain hydrogen bonds completely break around 490 K, matching reasonably well with our modeling results. Our underestimation of this transition temperature suggests our simulation slightly underestimates the strengths of cellulose hydrogen bonds, consistent with our slight underestimation of the total dipole moment and the static dielectric constant.

Watanabe et al.32 have reported that O3H3···O5 intrachain hydrogen bonds also rupture suddenly around 490 K. In contrast, we find only a slight (∼20%) decrease in the number of O3H3···O5 hydrogen bonds in our simulations from 300–550 K. An important thing to note here is that the conclusion of Watanabe et al.32 regarding the rupture of O3H3···O5 bonds is based on assignments made by Maréchal and Chanzy.35 In particular, Watanabe et al.32 drew this conclusion because of the disappearance upon heating of the main OH-stretching IR peak at 3341 cm$^{-1}$, which Maréchal and Chanzy35 assigned solely to the O3H3 stretch. Our results (Fig. 8) show that this main peak receives contributions from both O3H3 and O2H2 vibrations, indicating that a revision to the assignments of Maréchal and Chanzy is warranted.

Focusing now just on the O3H3 vibrations upon heating, we find inhomogeneous broadening to contribute to the disappearance of the sharp feature in the high-temperature IR spectrum of cellulose. To illustrate this point, we show in Fig. 13 the average power spectrum over all H3 atoms at 350 ± 5.9 K, as well as individual power spectra for six selected H3 as representations of all H3 atoms at 500 ± 8.4 K. The power spectrum at 350 K shows the same distinct feature present in the IR spectrum at that temperature. The power spectra at 500 K tell a different story. Although each of these spectra is relatively localized with widths around 20 cm$^{-1}$, an average over all these as occurs in the IR spectrum washes out the distinct features, producing an inhomogeneously broadened spectrum with a width around 80 cm$^{-1}$. Thus, we suggest that the loss upon heating of the main OH-stretching IR peak is not due to breaking O3H3···O5 hydrogen bonds, but rather from thermal fluctuations that produce several distinct O3H3 environments.

IV. CONCLUSIONS

We performed molecular dynamics simulations using a united-atom forcefield to investigate the physical effects of heating cellulose Iβ. The GROMOS 45a4 forcefield was tested by computing the following thermophysical properties of cellulose Iβ at room temperature: density, thermal expansion...
coefficients, total dipole moment, and the static dielectric constant. These computed properties were found to be in sufficient agreement with experiments. Our simulations predict a relatively sudden change in density between 400 and 450 K, indicating a structural change to cellulose I*β. A decrease in the unit cell parameter b and, hence, a negative thermal expansion coefficient was found from simulations at high temperatures, in qualitative agreement with experiments. This result arises from rotation of cellulose chains along their chain axis.

The IR spectrum of cellulose I*β was computed at room temperature, showing only a qualitative match with experiments at lower frequencies because of the united-atom approximation. Agreement with experiment is much better at higher temperatures, in the OH stretching region. A novel synthesis of 
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