Modeling benzene orientational randomization in Na–Y zeolite at finite loadings with kinetic Monte Carlo and master equation methods
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We have modeled the orientational dynamics of benzene in Na–Y zeolite, motivated by the NMR study of Isfort et al. at loadings of five benzenes per cage [Chem. Phys. Lett. 288, 71 (1998)]. We consider guest-guest interactions in two stages: first, we include only site blocking; next, we consider both site blocking and nearest-neighbor attractions. We calculated orientational correlation functions using kinetic Monte Carlo and also with a mean field master equation (MFME). Both methods produce correlation functions exhibiting biexponential decay in time. Analytically solving the MFME shows that long-time decay is controlled by a composite of intracage and cage-to-cage jumps. The apparent activation energy is greater than the fundamental cage-to-cage barrier when considering only site blocking, but is less than the same fundamental barrier when also including guest-guest attractions. This suggests that the actual cage-to-cage barrier is greater than the 40 kJ mol⁻¹ reported by Isfort et al., which lends credence to previous simulations of benzene in Na–Y. © 2000 American Institute of Physics. [S0021-9606(00)70145-0]

I. INTRODUCTION

The transport properties of adsorbed molecules play a central role in separations and reactions that take place within zeolites and other nanoporous solids. 1,2 Significant effort has been devoted to understanding intracrystalline self-diffusion in zeolites using pulsed field gradient nuclear magnetic resonance (NMR), 3 which directly probes adsorbate center-of-mass translational motion along a magnetic field gradient. Modeling such transport processes can help reveal the mechanisms of intracrystalline diffusion. 3–5 Complementary to translational motion is orientational dynamics, which provides information that may be obscured by or even invisible to diffusion measurements. 6 Orientational dynamics in zeolites has been probed by NMR relaxation, 7–9 exchange-induced sidebands (EIS) NMR, 10,11 and multidimensional exchange NMR. 12,13 In this article, we develop and apply kinetic modeling techniques to study the orientational randomization of benzene in Na–Y zeolite at finite loadings, to reveal how the competition between host-guest adhesion and guest-guest cohesion controls orientational dynamics in zeolites.

Auerbach and Metiu reported kinetic Monte Carlo (KMC) simulations of benzene dynamics at infinite dilution in Na–Y, with different numbers of supercage cations corresponding to various Si:Al ratios. 5 We found that full cation occupancy gives randomization rates controlled by intracage motion, 8 whereas half cation occupancy gives rates sensitive to both intracage and intercage motion. This finding prompted Favre et al. to perform EIS NMR experiments on benzene in Ca–Y with half cation occupancy (Si:Al=2.0), finding indeed that they were able to measure both the intracage and cage-to-cage jump rates within a single experiment. 11 Isfort et al. reported a two-dimensional exchange NMR study on benzene in Na–Y with full cation occupancy at high benzene loadings (5.1 molecules per supercage), 13 finding an apparent activation energy controlling orientational randomization of 40±2 kJ mol⁻¹. Although it is tempting to compare this energy favorably with previously simulated intercage barriers for benzene in Na–Y, ranging from 41 to 49 kJ mol⁻¹, 14–16 we know that benzene orientational randomization in such a material is often controlled by intracage dynamics rather than by cage-to-cage migration. Moreover, it is not obvious how loading effects will alter the balance between different pathways of orientational randomization. In this article, we address these issues by computing orientational correlation functions for benzene in Na–Y at finite loadings using KMC simulations and mean field approximations.

We consider guest-guest interactions in two stages: first, we include only site blocking; next, we consider both site blocking and nearest-neighbor attractions with our previously reported parabolic jump model. 17,18 We find that orientational correlation functions generally exhibit biexponential decay at finite loadings, with a long-time decay rate that depends sensitively on the treatment of guest-guest interactions. In the end, we predict that the actual cage-to-cage barrier is slightly greater than the 40±2 kJ mol⁻¹ reported by Isfort et al., which lends credence to the previous simulations of benzene in Na–Y.

The remainder of this article is organized as follows: in Sec. II we present our general model of benzene orientational
randomization in Na–Y at finite loadings. In Sec. III we review the KMC simulation methodology, and describe the mean field approaches used for comparison with the KMC results. In Sec. IV we present our theory and simulation results in the context of the experimental data discussed above, and in Sec. V we offer concluding remarks.

II. GENERAL MODEL

We model benzene orientational randomization in Na–Y by replacing the zeolite framework with a three dimensional lattice of binding sites. Such a lattice model reproduces dynamical behavior accurately when site residence times are much longer than travel times between sites,12,13 which is the case for benzene in Na–Y because of the strong charge-quadrupole interaction between Na+ and benzene. Benzene has two predominant sites at infinite dilution in Na–Y.20 In the primary site, denoted as S II, benzene is facially coordinated to a supercage six-ring, ca. 2.7 Å above Na(II). In the secondary site, denoted as W, benzene lies in the plane of the 12-ring window separating adjacent supercages, ca. 5.3 Å from the S II site. The lattice of benzene binding sites in Na–Y contains four tetrahedrally arranged S II sites and four tetrahedrally arranged, doubly shared W sites per supercage, as shown in Fig. 1.

This lattice model was derived in previous work14 by assuming a Si:Al ratio of 2.0, hence zeolite Y, which requires 64 Na ions per unit cell to balance charge. We assume full occupation of Na sites I' (32 per unit cell, located in smaller ß cages) and II (32 per unit cell, located in supercages). This occupancy model is reasonable considering that only the Na(II) ions are accessible to a penetrant the size of benzene. In addition, diffraction studies of Na–Y (Si:Al = 1.7) find nearly full Na(II) occupation.20

Benzene orientational dynamics at finite loadings involve jump angles and site-to-site rates modified by guest-guest interactions. Repulsive guest-guest interactions, which typically act over very short length scales, can be treated simply by excluding multiple occupancy of sites, i.e., the site-blocking or Langmuirian model.21 This model assumes that the loading dependence of adsorption and transport is controlled largely by excluded-volume entropic effects. Repulsive interactions can also change the nature and distribution of adsorption sites at high loadings, as is predicted, e.g., for Xe in Na–A.22 The large-pore nature of Na–Y cages, and the molecular recognition of benzene by 12-ring windows, makes this latter effect much less important for benzene in Na–Y.

Attractive interactions between neutral guests, which typically act over medium but not long length scales, can influence the energetics of adsorption and transport for finite loadings. In particular, benzene site-to-site jump angles can be modified from their near-tetrahedral values at infinite dilution because quadrupole-quadrupole interactions make benzene-benzene "T-shaped" configurations more favorable.6 On average, we expect these deviations from tetrahedral jump angles to be relatively small because of the strong host-guest forces. To complicate matters further, small jump angles have been observed experimentally for benzene at finite loadings in Na–Y,13 because of spectator benzenes that adjust to the local effect of a nearby site-to-site jump. These are very difficult to account for in a lattice model, and hence will be ignored in the present study. As such, our model consists simply in terms of tetrahedral site-to-site jump angles. Saturation coverages of five to six molecules per cage are found for benzene in Na–Y,13,23 which roughly corresponds to occupation of all S II and W sites.

Guest-guest interactions can also modify jump activation energies of site-to-site rate coefficients, depending upon specific configurations of neighboring benzenes. In order to account for this effect when modeling diffusion in zeolites,18 we have generalized an approach used previously by Hood et al.24 that relates binding energies to transition state energies. In this method, we assume that the minimum energy hopping path connecting adjacent sorption sites is characterized by intersecting parabolas; details can be found in Ref. 18. We adopt this approach for modeling molecular orientational dynamics in zeolites at finite loadings. In what follows, the W and S II sites are labeled sites 1 and 2, respectively.

A lattice gas model is used to describe the system, limiting the range of adsorbate-adsorbate interactions to nearest neighbors, as introduced by Saravanan and Auerbach in a previous paper.18 The infinite dilution site-to-site jump activation energies and Arrhenius prefactors, calculated from transition state theory with dynamical corrections for benzene in Na–Y,15 are given in Table I. These are used to determine the infinite dilution jump rates assuming the Arrhenius temperature dependence $k_{ij} = \nu_{ij} e^{-\beta E_a(i,j)}$, where $\beta = 1/k_B T$. The lattice gas coupling parameters, $J_{ij}$, are obtained from the second virial coefficient of the heat of

<table>
<thead>
<tr>
<th>Jump</th>
<th>Activation energy (eV)</th>
<th>Arrhenius prefactor (s$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S II → S II</td>
<td>0.25</td>
<td>$0.8 \times 10^{13}$</td>
</tr>
<tr>
<td>S II → W</td>
<td>0.38</td>
<td>$0.8 \times 10^{13}$</td>
</tr>
<tr>
<td>W → S II</td>
<td>0.13</td>
<td>$1.1 \times 10^{12}$</td>
</tr>
<tr>
<td>W → W</td>
<td>0.13</td>
<td>$2.4 \times 10^{11}$</td>
</tr>
</tbody>
</table>
III. METHODOLOGY

In this section we describe three methods of determining orientational correlation functions (OCFs) at finite loadings. In Sec. III A, we describe kinetic Monte Carlo (KMC) simulations for calculating OCFs; in Sec. III B we describe a mean field matrix equation approach for determining OCFs numerically and analytically; and in Sec. III C we describe a mean field theory that describes short-time behavior of the OCF.

A. KMC simulations

We apply both fixed and variable time-step KMC methods for calculating OCFs. This is because variable time-step methods are efficient for sampling jumps with widely varying time scales, while fixed time-step methods are convenient for calculating ensemble averaged correlation functions. We perform an ensemble average by computing a single, long KMC random walk with variable time steps, which is divided into an ensemble of Ω trajectories each with duration t_f, as shown in Fig. 2. The initial configuration of trajectory α+1 is obtained from the final configuration of the αth trajectory. Each initial condition occurs with the proper Boltzmann probability because canonical KMC obeys detailed balance. The time scale t_f is the longest time for which we can compute the OCF; as such t_f must be adjusted to encompass the dynamics we wish to study.

Our simulations are performed on either 1^3 = 1 or 2^3 = 8 FAU unit cells with periodic boundary conditions. Each unit cell contains M = 48N sites consisting of M_1 = 16N W sites and M_2 = 32N SII sites, where N is the number of unit cells in the simulation. For a given configuration, n, of random walkers, a process list of possible hops from occupied to empty sites is compiled for all molecules. A particular jump from site i to j is chosen from this list with a probability of k_{i→j}/k_{max}(n), where k_{i→j} is the i to j jump rate coefficient, and k_{max}(n) is the sum of all rate coefficients in the process list. A hop is made every KMC step and the system clock is updated with variable time steps. The time instances corresponding to these hop events are indicated using dark circles in Fig. 2. The actual KMC time step is obtained from Δt(n) = −ln(1−x_i)/k_{max}(n), where x_1∈[0,1) is a uniform random number.

B. Mean field master equation

We now describe a mean field master equation (MFME) approach for determining the OCF of benzene in Na–Y. Such an approach is useful for several reasons. First, the MFME energetics are exact for very low and very high loadings, and as such can be used to check the KMC results. Second, comparing MFME and KMC results for intermediate loadings can shed light on the extent to which orientational randomization can be described by mean field approximations. Third, solving the MFME is very rapid compared to performing KMC simulations, and as such may provide a more computationally efficient route to understanding benzene orientational randomization. Finally, symbolic algebra programs can be used to obtain analytical solutions of the MFME, which yield remarkably simple formulas and hence important insights in certain physical limits.

Given that a molecule is initially at site l, the conditional probability that the molecule is present in any site k at time t>0, p(k,l|t,0), can be used to evaluate the OCF according to

\[ C_i(t) = \left( C_{α,i}(t) \right) = \frac{1}{Ω} \sum_{α=1}^{Ω} \frac{1}{Ω} \sum_{α=1}^{Ω} P_2[\cos(γ_{α,i}(t))], \quad (3.1) \]

where \( P_2(x) = 1/2(3x^2−1) \) is the second order Legendre polynomial, and \( γ_{α,i}(t) \) is the angle between the molecule’s sixfold axis at time \( t' = 0 \) and \( t' = t \). To calculate this average, a constant time-step grid is superimposed on the KMC-calculated sequence of jump events, as shown in Fig. 2. The time bin width, \( Δt_{bin} \), is usually chosen so that \( t_f/Δt_{bin} ≈ 10^2 − 10^3 \), depending on the loading. For molecule i in trajectory α, we compute the normalized dot product between the molecule’s sixfold axis at time 0 and \( t = mΔt_{bin} \), i.e., \( cos[γ_{α,i}(m)] \). The OCF for the molecule at \( t = mΔt_{bin} \) is determined by averaging \( P_2[cos(γ_{α,i}(m))] \) over all Ω trajectories. We note that this average can be accumulated simultaneously as the KMC random walk is performed, precluding the need to store system configurations at all times.

All the calculations are performed using a four node IBM 604e Power PC RS6000 working at 333 MHz. The largest calculation, based on a fractional loading of \( θ = 0.9 \) at 200 K in a 2^3 cell, required 38 CPU hours.
\[ C(t) = \langle P_s [\cos(\gamma)] \rangle \]
\[ = \sum_{l}^{M} P_1 \sum_{l}^{M} P_2 [\cos(\gamma(\text{site}))] \cdot p(k,\text{site}|l,0) \cdot p_l \]
\[ = P_{\text{SW}} \sum_{l}^{M} P_1 \sum_{l}^{M} P_2 [\cos(\gamma(\text{site}))] \cdot p(k,\text{site}|l,0) \]
\[ + P_{\text{SS}} \sum_{l}^{M} P_1 \sum_{l}^{M} P_2 [\cos(\gamma(\text{site}))] \cdot p(k,\text{site}|l,0), \]
\[ (3.2) \]

where \( M_1, \ M_2 \) and \( M \) are the number of \( W, S_{\Pi} \) and total sites in the system, respectively. In Eq. (3.2), \( p_l \) is the equilibrium probability to occupy site number \( l \), while \( P_{\text{SW}} \) and \( P_{\text{SS}} \) are the equilibrium probabilities to occupy any \( S_{\Pi} \) or \( W \) site, respectively. As such, \( P_{\text{SW}} = M_1 \cdot p_1 \) for \( l = 1, \ldots, M_1 \), and \( P_{\text{SS}} = M_2 \cdot p_1 \) for \( l = M_1 + 1, \ldots, M \). In addition, \( \gamma(\text{site}) \) is the orientation of the molecule’s sixfold axis in site \( k \) relative to its initial position in site \( l \). The probabilities \( P_{\text{SW}} \) and \( P_{\text{SS}} \) are computed in Sec. III B 1, and the function \( p(k,\text{site}|l,0) \) is evaluated by fixing the initial conditions and solving the MFME as discussed in Sec. III B 2.

1. Determining \( P_{\text{SS}} \) and \( P_{\text{SW}} \)

We have previously described a mean field theory for determining equilibrium properties for this lattice model.\(^{17,18}\)

For completeness, we briefly describe the method of evaluating the probabilities, \( P_{\text{SW}} \) and \( P_{\text{SS}} \).

In the Na–Y lattice, with twice as many \( S_{\Pi} \) sites as \( W \) sites, \( P_{\text{SW}} \) is given by \( \theta_1/(\theta_1 + 2 \theta_2) \), where \( \theta_1 \) and \( \theta_2 \) are the fractional coverages on \( S_{\Pi} \) and \( S_{\Pi} \) sites, respectively. Since the probabilities of occupying the \( S_{\Pi} \) and \( W \) sites are mutually exclusive, \( P_{\text{SW}} = 1 - P_{\Pi} = 2 \theta_1/(\theta_1 + 2 \theta_2) \). We approximate the loading dependence of \( P_{\text{SW}} \) and \( P_{\text{SS}} \) from mean field theory in the grand canonical ensemble by averaging over local fluctuations in the instantaneous energy of each adsorption site. The occupancies in \( W \) and \( S_{\Pi} \) sites are Boltzmann averaged to determine \( \theta_1 \) and \( \theta_2 \), according to

\[ \theta_1 \approx \frac{e^{-\beta(f_1 - \mu) + 6(J_{11} \theta_1 + J_{12} \theta_2)}}{1 + e^{-\beta(f_1 - \mu) + 6(J_{11} \theta_1 + J_{12} \theta_2)}}, \]
\[ (3.3) \]
\[ \theta_2 \approx \frac{e^{-\beta(f_2 - \mu) + 3(J_{22} \theta_2 + J_{12} \theta_1)}}{1 + e^{-\beta(f_2 - \mu) + 3(J_{22} \theta_2 + J_{12} \theta_1)}}, \]
\[ (3.4) \]

where \( \mu \) is the chemical potential and \( f_1 = e_1 - Ts_1 \) are site free energies for \( S_{\Pi} \) and \( W \) sites. We solve these simultaneous nonlinear equations for \( \theta_1 \) and \( \theta_2 \) self-consistently using the Newton–Raphson method.\(^{29}\) In this study, as with our previous ones,\(^{14,18}\) the site binding energies are taken as \( e_2 = -0.78 \) eV and \( e_1 = -0.53 \) eV for benzene in Na–Y.\(^{30}\) Site 2 is chosen for the zero of entropy in Na–Y, giving \( s_2 = 0 \). Previous Monte Carlo simulations for benzene in Na–Y have yielded \( s_1 = 1.98 k_B = 0.00017 \) eV/K.\(^{15}\)

2. Determining \( p(k,\text{site}|l,0) \)

We now describe the MFME equation approach for obtaining the conditional probabilities \( p(k,\text{site}|l,0) \) at finite loadings. Benzene in Na–Y can occupy \( M_1 = 16N \) \( S_{\Pi} \) sites and \( M_2 = 32N \) \( S_{\Pi} \) sites in the simulation cell. For the following discussion we remind the reader that the indices \( l, k \) = 1, \ldots, \( M_1 \) denote \( S_{\Pi} \) sites and \( l, k = M_1 + 1, \ldots, M \) denote \( S_{\Pi} \) sites. On average all \( W \) sites are identical. Therefore, in order to evaluate \( p(k,\text{site}|l,0) \) for the fraction of molecules beginning their trajectories at \( W \) sites, we choose the initial condition as \( p(k,\text{site}|l,0) = \delta_{k,1} \) for all \( k \). Using similar arguments, the initial condition for the fraction of molecules beginning their trajectories at \( S_{\Pi} \) sites is chosen as \( p(k,\text{site}|l = M_1 + 1,0) = \delta_{k,M_1+1} \) for all \( k \). The conditional probabilities are then determined by solving the following MFME:

\[ \frac{dp(k,t)}{dt} = \sum_{l}^{M} W_{lk} p_j(t), \]
\[ (3.5) \]

where \( p_j(t) \) is the probability of a molecule to be in site \( j \) at time \( t \), and \( W_{lk} \) is the total jump frequency of molecules from site \( j \) to a nearest-neighbor site \( k \). The connectivity of sites in \( W_{lk} \) is consistent with applying periodic boundary conditions. The term \( W_{lk} \) represents the sum of rate coefficients for jumps that deplete the probability at site \( k \), i.e., \( W_{lk} = -\sum_{j=1}^{M} W_{kj} \). At finite loadings we apply a mean field approximation to these rate coefficients, i.e., \( W_{lk} \) is approximated by \( W_{lk}^0 (1 - \theta_1) \) if \( j \) is a \( S_{\Pi} \) site, and by \( W_{lk}^0 (1 - \theta_2) \) if \( j \) is an \( S_{\Pi} \) site. \( W_{lk}^0 \) are obtained from infinite dilution rate coefficients, and \( \theta_1 \) and \( \theta_2 \) are the equilibrium fractional site occupancies calculated using mean field theory discussed in Sec. III B 1. This approximation allows us to study the time dependence of the probabilities \( p_j(t) \) by solving a system of linear differential equations. The more realistic self-consistent treatment would yield rather cumbersome nonlinear equations.

It is convenient for what follows to introduce a column vector \( \mathbf{p}(t) \) and the transition matrix \( \mathbf{W} \) in order to rewrite Eq. (3.5) as

\[ \frac{d\mathbf{p}(t)}{dt} = \mathbf{Wp}(t). \]
\[ (3.6) \]

The solution of this master equation can be given using the eigenvalues and eigenvectors of a symmetric matrix, \( \tilde{\mathbf{W}} \), which is given by the geometric mean of \( W_{lk} \) and its transpose element:\(^{31}\)

\[ \tilde{W}_{lk} = (W_{lk} W_{jk})^{1/2}. \]
\[ (3.7) \]

Using the microscopic reversibility condition, \( p_j(t_{eq}) W_{jk} = p_k(t_{eq}) W_{kj} \), where \( p_j(t_{eq}) \) and \( p_k(t_{eq}) \) are the equilibrium probabilities of occupying sites \( k \) and \( j \), respectively. Eq. (3.7) can be rewritten as follows:

\[ \tilde{W}_{lk} = W_{kj} \left[ \frac{p_k(t_{eq})}{p_j(t_{eq})} \right]^{1/2}. \]
\[ (3.8) \]
It is clear from Eqs. (3.7) and (3.8) that the diagonal terms remain unchanged in this transform, i.e., $\tilde{W}_{kk} = W_{kk}$. Given the eigenvectors and eigenvalues of $W$, $\{\chi_i\}$ and $\{\lambda_i\}$, respectively, i.e.,

$$W\chi_i = \lambda_i \chi_i \quad (i = 1,2,...,M),$$

(3.9)

it can be shown that the matrix $\tilde{W}$ has the same eigenvalues $\{\lambda_i\}$ as $W$. However, the eigenvectors of $\tilde{W}$ are given by $\tilde{\chi}_i = \chi_i / [p_i(t_{eq})]^{1/2}$. Under the above transformations, Eq. (3.9) becomes

$$\tilde{W}\tilde{\chi}_i = \lambda_i \tilde{\chi}_i,$$

(3.10)

where $\tilde{W}$ is by construction a symmetric matrix. Hence all its eigenvalues, $\{\lambda_i\}$, are real and the corresponding eigenvectors, $\tilde{\chi}_i$, are orthonormal. This also shows that an eigenvector, $[\tilde{p}_1(t_{eq})]^{1/2}$, $[\tilde{p}_2(t_{eq})]^{1/2}$, ..., $[\tilde{p}_N(t_{eq})]^{1/2}$, exists whose corresponding eigenvalue is zero. This simply implies that the system of Eqs. (3.6) is linearly dependent because of the microscopic reversibility condition.

In what follows, we discuss the method of solving Eq. (3.6). The eigenvalues and eigenvectors of $\tilde{W}$ are obtained by routine diagonalization. A matrix $V$ given by

$$V = \{\chi_1, \chi_2, ..., \chi_M\} = \{\tilde{\chi}_1 [p_1(t_{eq})]^{1/2}, \tilde{\chi}_2 [p_2(t_{eq})]^{1/2}, ..., \tilde{\chi}_M [p_M(t_{eq})]^{1/2}\},$$

(3.11)

consisting of the scaled eigenvectors of $\tilde{W}$, is constructed. When there is no degeneracy in eigenvalues, the solution neatly into intracage motion and cage-to-cage migration.

C. Mean field theory for short times

For short times, the initial OCF decay can be characterized at any loading by a rate coefficient, $k_{\text{hop}}(\theta)$, which determines the average hop rate of a molecule at that loading. In this section we describe how this rate controls the initial OCF decay, and also derive a mean field theory (MFT) for this rate.

For short time scales the molecule either remains on its initial position or hops to a nearest-neighbor site. If we denote the probabilities for these two events as $p_{\text{on}}$ and $p_{\text{off}}$, respectively, the OCF at short times is thus

$$C(t) = p_{\text{on}} P_2(\cos \gamma_{\text{on}}) + p_{\text{off}} P_2(\cos \gamma_{\text{off}}),$$

(3.13)

where, $\cos \gamma_{\text{on}} = 1$ and $\cos \gamma_{\text{off}} = -1/3$ because of the tetrahedral arrangement of nearest-neighbor sites. Using the normalization condition, $p_{\text{on}} + p_{\text{off}} = 1$, Eq. (3.13) becomes

$$C(t) = 1 - \frac{4}{3} p_{\text{off}}.$$  

(3.14)

For short times $p_{\text{off}} \approx k_{\text{hop}}(\theta)t$, and hence $C(t) \approx 1 - \frac{4}{3} k_{\text{hop}}(\theta)t$. This expression was derived by Auerbach and Metiu for benzene in Na–Y at infinite dilution; as we show later, this expression is also valid for short times at finite loadings.

We now briefly describe the MFT for evaluating $k_{\text{hop}}(\theta)$, which depends on the population of initial sites, the jump rate coefficients from the initial to target sites, and the occupancies of target sites. As discussed above in Sec. III B 1, the probabilities $P_W$ and $P_{S\text{II}}$ determine the fraction of molecules starting from W and S II sites, respectively, and the rate coefficients $k_{11}$, $k_{12}$, $k_{21}$ and $k_{22}$ (see Sec. II) determine the jump rates. $\theta_1$ and $\theta_2$ determine the occupancies at the W and S II sites. A MFT expression incorporating these quantities is given by

$$k_{\text{hop}} = 6 P_W[k_{11}(1-\theta_1) + k_{12}(1-\theta_2)]$$

$$+ 3 P_{S\text{II}}[k_{22}(1-\theta_2) + k_{21}(1-\theta_1)],$$

(3.15)

where 6 and 3 count the number of nearest-neighbors for W and S II sites, respectively. We compare the results of this short-time rate to KMC and MFME data in the following section.

IV. RESULTS AND DISCUSSION

We describe the results of the study in three sections. In Sec. IV A we discuss the decay of the OCF at infinite dilution. In Sec. IV B we compare OCFs calculated with KMC and MFME methods, obtained at finite loadings in the absence of attractive guest-guest interactions. We also use the MFT approach to calculate short-time OCF decay rates for comparison with KMC and MFME data. Finally, in Sec. IV C we compare OCF results from MFME, MFT and KMC at finite loadings in the presence of attractive interactions.

A. Infinite dilution

For benzene in Na–Y, S II sites are very stable compared to W sites (see Table I). As a result, S II sites are preferentially occupied at low loadings. For example, at infinite dilution and 300 K, the fraction of molecules in the W site, $P_W$, evaluated as discussed in Sec. III B 1, is approximately $10^{-5}$ and hence $P_{S\text{II}} \approx 1$. This implies that the first term in Eq. (3.2) can be ignored. By setting the initial condition $p(k,0|l=M_1+1,0) = \delta_{k,M_1+1}$ for all $k \leq M$ we have made it possible for the conditional probabilities, $p(k,t|l=M_1+1,0)$, to remain approximately near their equilibrium values for all $t$, i.e.,

$$p(k,t|l=M_1+1,0) \approx P_{S\text{II}}/32 \equiv 1/32$$

for $k > M_1$ and

$$p(k,t|l=M_1+1,0) \approx P_W/16 \equiv 0$$

for $k \leq M_1$. Thus the problem of solving an $M \times M$ matrix equation is reduced to that of solving an $M_2 \times M_2$ matrix equation only involving dynamics on the S II sites. However, since the S II sites in a particular cage are independent from S II sites in other cages, we can
arrange these $M_2$ sites into $8N$ sets of four nearest-neighbor $S_{II}$ sites. This results in block diagonalizing the $M_2 \times M_2$ matrix into $8N \times 4 \times 4$ identical matrices. Each of the eight identical matrix equations has the following form:

\[
\begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_4
\end{pmatrix} =
\begin{pmatrix}
-3k_{22} & k_{22} & k_{22} & k_{22} \\
k_{22} & -3k_{22} & k_{22} & k_{22} \\
k_{22} & k_{22} & -3k_{22} & k_{22} \\
k_{22} & k_{22} & k_{22} & -3k_{22}
\end{pmatrix}
\begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_4
\end{pmatrix} + \begin{pmatrix}
p_1 \\
p_2 \\
p_3 \\
p_4
\end{pmatrix}
\]

where $\dot{p}_j = dp_j/dt$ for $j = 1, \ldots, 4$. As described in Sec. II, we have used $k_{22}$ to denote the infinite dilution rate coefficient for the $S_{II} \rightarrow S_{II}$ hop. By determining the solution of this matrix equation in terms of the matrix eigenvalues and eigenvectors, we find very good agreement between the theory and simulation as shown in Fig. 3. The system of equations has one zero eigenvalue arising from the microscopic reversibility condition, and three identical eigenvalues, $-4k_{22}$, corresponding to the OCF decay rate. This result is consistent with a four jump site model as derived analytically by Wittteborst and Szabo,\textsuperscript{32} and as simulated by Auerbach and Metiu.\textsuperscript{6} We can also determine the initial OCF decay rate from MFT using the same approximations employed by the MFME approach. For benzene in Na–Y at infinite dilution we have $\theta_1 = 0$, $\theta_2 = 1/M_2$, $P_w = 0$ and $P_{S_{II}} = 1$. Substituting these values into Eq. (3.15) gives the same result as MFME and KMC, i.e., $dC(t)/dt = -\frac{1}{2}k_{\text{hop}} = -4k_{22}$. For longer times, this short time approximation can be reexponentiated because we find single exponential OCF decay at infinite dilution using KMC and MFME, as shown in Fig. 3.

FIG. 3. (a) $C(t)$ and (b) ln($C(t)$) calculated from MFME, MFT and KMC at infinite dilution and 300 K. ln($C(t)$) shows simple exponential decay of OCF.

where $\dot{p}_j = dp_j/dt$ for $j = 1, \ldots, 4$. As described in Sec. II, we have used $k_{22}$ to denote the infinite dilution rate coefficient for the $S_{II} \rightarrow S_{II}$ hop. By determining the solution of this matrix equation in terms of the matrix eigenvalues and eigenvectors, we find very good agreement between the theory and simulation as shown in Fig. 3. The system of equations has one zero eigenvalue arising from the microscopic reversibility condition, and three identical eigenvalues, $-4k_{22}$, corresponding to the OCF decay rate. This result is consistent with a four jump site model as derived analytically by Wittteborst and Szabo,\textsuperscript{32} and as simulated by Auerbach and Metiu.\textsuperscript{6} We can also determine the initial OCF decay rate from MFT using the same approximations employed by the MFME approach. For benzene in Na–Y at infinite dilution we have $\theta_1 = 0$, $\theta_2 = 1/M_2$, $P_w = 0$ and $P_{S_{II}} = 1$. Substituting these values into Eq. (3.15) gives the same result as MFME and KMC, i.e., $dC(t)/dt = -\frac{1}{2}k_{\text{hop}} = -4k_{22}$. For longer times, this short time approximation can be reexponentiated because we find single exponential OCF decay at infinite dilution using KMC and MFME, as shown in Fig. 3.

FIG. 4. Logarithm of OCFs at 300 K for $\theta = 0.31$, 0.42 and 0.52 from KMC simulations, showing biexponential decay.

### B. Loading ($\theta$) dependence of OCF for $J=0$

From our MFME formulation of orientational dynamics, it is clear that OCF decay at finite loadings can, in principle, exhibit multiexponential character. However, we find that for benzene in Na–Y the OCFs can be approximated as biexponentials for all finite loadings studied. For example, Fig. 4 depicts semilog plots of OCFs evaluated at $\theta = 0.31$, 0.42 and 0.52, showing the validity of fitting these OCFs to biexponentials. From these OCFs, we extract a fast initial decay rate, $k_{\text{init}}$, and a slow final decay rate, $k_{\text{fin}}$, as a function of loading and temperature.

The MFT approach was also used to calculate the short-time decay rates for benzene in Na–Y as a function of loading. A comparison of the loading dependence of $k_{\text{init}}$ at 300 K and 500 K from these three methods is shown in Fig. 5. We find excellent quantitative agreement among the three approaches, which is consistent with our previous finding that MFT is very accurate for times so short that at most one hop is attempted.\textsuperscript{35} At 300 K and for $\theta < 0.6$, $P_w$ and $\theta_1$ are very small as a consequence of the energetic stability of $S_{II}$ sites. Under these conditions and according to Eq. (3.15), $k_{\text{init}}$ decreases linearly with respect to $\theta = \frac{1}{2}\theta_2$, suggesting that the equilibrium distribution of molecules for $\theta < 0.6$ only allows $S_{II} \rightarrow S_{II}$ jumps at short times. On the other hand, for $\theta > 0.6$, $S_{II}$ sites are already filled and W sites start to be populated. All the fundamental rate constants that depend on

FIG. 5. $k_{\text{init}}$ as a function of loading from KMC, MFME and MFT methods at 300 K and 500 K, without guest-guest attractions ($J = 0$).
\(\theta_2\) cancel out, producing a \(k_{\text{init}}\) driven by \(W \rightarrow W\) and \(S_{\text{II}} \rightarrow W\) transitions. The competition at high loadings between the growing \(P_{W}\) and the decreasing \((1 - \theta_2)\) is responsible for the parabolic shape of \(k_{\text{init}}\) at 300 K. At 500 K, \(W\) sites are more populated and \(k_{\text{init}}\) shows a smooth decay as a function of loading as appears in Fig. 5.

In general, our MFT fails to predict OCF decay for long times. Therefore we compare the results of the long-time rate constants, \(k_{\text{fin}}\), from KMC and MFME methods in Fig. 6. Two interesting observations can be made. First, we find that the KMC rate constants are overestimated by the MFME calculations. We observe similar trends when comparing mean field approximations for diffusion coefficients with KMC results.\(^{18,36}\) Second, we observe that the MFME rate constants show maximum deviation from the KMC results at intermediate loadings, which can be understood as follows. The deviations of thermodynamic\(^{28}\) and kinetic properties\(^{18}\) from mean field predictions are small at both low and high loadings, where an adsorbate is likely to experience a uniform environment of either completely empty or completely filled nearest-neighbor sites, respectively. At intermediate loadings, where density fluctuations are the largest, mean field approximations perform the worst.

We determined the temperature dependence of \(k_{\text{fin}}\) by calculating apparent activation energies, \(E_{\text{app}}\), as a function of loading for benzene in Na–Y as shown in Fig. 7. Over the temperature range 200–700 K, we find that \(k_{\text{fin}}\) exhibits Arrhenius temperature dependence for all loadings studied. As before, we observe that values of \(E_{\text{app}}\) obtained from MFME calculations give excellent agreement with KMC results at low and high loadings, and show maximum deviations in the intermediate loadings. Before analyzing the loading dependence of \(E_{\text{app}}\), we discuss a test we performed to ensure that the deviations between KMC and MFME shown in Fig. 7 are real, and not the result of a programming error. We explored the origin of these deviations by testing our calculations on a model system with a single site type, a single jump rate with \(E_a = 0.13\) eV, and the same site topology as Na–Y. The results of these test calculations are shown in Fig. 7 labeled by “Test.” We find excellent quantitative agreement between KMC and MFME for \(E_{\text{app}}\) for all loadings, indicating that deviations between these two methods arise from energetic heterogeneities in our lattice model.

Focusing now on the “non-Test” KMC results in Fig. 7, we see that at low loadings the apparent activation energy is close to \(E_a(S_{\text{II}} \rightarrow S_{\text{III}}) = 0.25\) eV. This implies that at low loadings, benzene orientational randomization is achieved primarily through intracage, \(S_{\text{III}} \rightarrow S_{\text{II}}\) jumps. At intermediate loadings, i.e., \(\theta \in [0.25, 0.6]\), the apparent activation energy jumps to the value of \(E_a(W \rightarrow W) = 0.38\) eV, indicating that when enough \(S_{\text{III}}\) sites become occupied, full orientational randomization is achieved by making cage-to-cage jumps allowing access to vacant \(S_{\text{III}}\) sites with different orientations.

The MFME apparent activation energies do not make this jump, showing that the MFME allows for intracage randomization even when KMC requires cage-to-cage motion. This is an inherent limitation of the MFME.

At high loadings \(\theta \approx 0.7\), we see from Fig. 7 that the KMC-calculated apparent activation energy makes yet another jump to \(E_{\text{app}} = 0.4\) eV. This effect is intriguing because \(E_a(S_{\text{II}} \rightarrow W) = 0.38\) eV is the largest fundamental activation energy in our model, prompting us to ask what collection of fundamental energies produces \(E_{\text{app}} = 0.4\) eV? We can answer this by analyzing the MFME results at high loadings, since we know that KMC and MFME energetics must and do agree in the limits of low and high loadings. In particular, the final slope of \(\ln C(t)\) is controlled by the least negative, non-zero eigenvalue of the \(W\) matrix in Eq. (3.9). Therefore, the dependence of \(k_{\text{fin}}\) on the fundamental kinetic parameters can be obtained by analytically diagonalizing the \(W\) matrix. Unfortunately, in general the eigenvalues of \(W\) are extremely complicated functions of the fundamental rate parameters, and as such yield limited conceptual information. This complexity can be avoided by considering limiting cases to simplify the analytical solution of the \(M \times M\) matrix. The simplest case is the infinite dilution limit, described above, where we assumed that the molecule makes only \(S_{\text{II}} \rightarrow S_{\text{II}}\) jumps. With this approximation we find an eigenvalue for the MFME of \([-4k_{22}^4]\), which agrees perfectly with MFT and KMC results.

For intermediate to high loadings, we simplify the MFME by assuming that molecules make only \(S_{\text{II}} \rightarrow S_{\text{II}}\) and \(S_{\text{II}} \rightarrow W\) jumps. Although such a system cannot obey detailed balance, the jump we have ignored for simplicity \((W \rightarrow S_{\text{II}})\) only influences short-time dynamics and as such is uninter-
est for the present discussion. The $M \times M$ matrix was reduced to an $M_2 \times M_2$ matrix in accordance with the argument described in the previous section for an infinite dilution system. Once again, we arranged this $M_2 \times M_2$ matrix into 8 sets of 4 identical matrices as appear in Eq. (4.1). The off-diagonal elements of $W$ are all $k_{22}(1-\theta_2)$, where $k_{22}$ is the infinite dilution rate coefficient and $\theta_2$ is the equilibrium $S_{II}$ site fractional occupancy. The diagonal terms in $W$ arise from all the possible jumps that deplete population at each $S_{II}$ site, i.e., $-3k_{22}(1-\theta_2)-3k_{21}(1-\theta_1)$, where $k_{22}$ and $k_{21}$ are the infinite dilution rates and $\theta_1$ and $\theta_2$ are the fractional occupancies for $W$ and $S_{II}$ sites, respectively. The analytical solution of this $4 \times 4$ matrix produces one nondegenerate eigenvalue $[3k_{21}(1-\theta_1)]$, and one three-fold degenerate eigenvalue $[4k_{22}(1-\theta_2)+3k_{21}(1-\theta_1)]$. We extracted the apparent activation energies from $k_{21}(1-\theta_1)$, $k_{22}(1-\theta_2)$ and $[4k_{22}(1-\theta_2)+3k_{21}(1-\theta_1)]$ over the range 200–700 K, and compared these to the KMC and complete-MFME activation energies shown in Fig. 8. For $\theta > 0.7$, we find excellent quantitative agreement between the activation energies from KMC and those from the analytical eigenvalue expression $[4k_{22}(1-\theta_2)+3k_{21}(1-\theta_1)]$. This agreement strongly suggests that the apparent activation energy seen at high loadings, $E_{app} = 0.4$ eV, represents a complicated composite of fundamental intracage and intercage energetics, summarized by the formula $[4k_{22}(1-\theta_2)+3k_{21}(1-\theta_1)]$.

C. Orientational randomization with guest-guest attractions

In the previous section we explored how site blocking can influence the loading dependence of orientational randomization rates in zeolites. Now we study the effects from both site blocking and attractive guest-guest interactions. As discussed earlier in Sec. II, we set the guest-guest lattice gas interaction parameters to $J = -0.04$ eV, obtained from the isosteric heat of adsorption. 25,26 We have used this model to explore the loading dependence of benzene diffusion in Na–X and Na–Y, 18 finding good agreement with pulsed field gradient NMR data for benzene in Na–X. 23

Despite this new level of complexity in our model, we have found that the resulting OCFs can still be well-

FIG. 8. Apparent activation energies, $E_{app}$, from $k_{int}$ and from fundamental rate parameters for benzene in Na–Y, calculated using KMC and MFME methods.

FIG. 9. Initial rates, $k_{int}$, as a function of loading from MFT, MFME and KMC at 300 K and 500 K, with guest-guest attractions ($J = -0.04$ eV) compared to site-blocking ($J = 0$). Mean field methods incorrectly predict coexistence regions for benzene in Na–Y (see text), shown by gaps in $J = -0.04$ eV results.

FIG. 10. $k_{int}$ as a function of loading at 300 K from MFME and KMC, comparing results for $J = 0$ and $-0.04$ eV. As with $k_{int}$, MFME incorrectly predicts a coexistence region.
between the two KMC curves shows the result of including attractive guest-guest attractions, which we discuss further later. 18

We now explore the apparent activation energy associated with benzene orientational randomization in the presence of guest-guest attractions. These activation energies are plotted in Fig. 11 alongside the $J=0$ KMC results, as well as the apparent activation energies from various fundamental rate parameters. In particular, we plot the apparent activation energy of $(k_{2-j})(1-\theta_j)$, where $(k_{2-j})$ is the mean field average of $k_{2-j}$ and $\theta_j$ is the mean field fractional coverage of site type $j=1,2$, all with guest-guest attractions according to the parabolic jump model. 18 We also plot the $E_{\text{app}}$ associated with $[4(k_{22})(1-\theta_2)+3(k_{21})(1-\theta_1)]$, since this eigenvalue of the $W$ matrix controls the long-time OCF decay as shown above. Once again we see in Fig. 11 that MFME agrees with KMC at the lowest and highest loadings, but MFME fails to describe the KMC results even qualitatively, especially at loadings below $\theta=0.6$. It is interesting that while the temperature dependence of MFME quantitatively follows that of $[4(k_{22})(1-\theta_2)+3(k_{21})(1-\theta_1)]$, the temperature dependence of the KMC results qualitatively follows that of $(k_{21})(1-\theta_1)$ above loadings of $\theta=0.1$. The same mirroring effect of KMC results by $k_{21}(1-\theta_1)$ is not seen for $J=0$ in Fig. 8.

Perhaps the most striking finding in Fig. 11 is the effect on KMC activation energies from including guest-guest attractions. Indeed, while the $J=0$ KMC activation energies are roughly constant up to $\theta=0.2$, those arising from guest-guest attractions show a rapid rise and fall in the same loading regime. Moreover, while the $J=0$ activation energies remain constant at 0.4 eV for loadings above $\theta=0.7$, those arising from guest-guest attractions exhibit a monotonic increase from 0.3 to 0.4 eV in this loading regime.

Focusing now on the loading of five molecules per cage ($\theta=0.83$) for comparison with the NMR data of Isfort et al., 13 we find $E_{\text{app}}=0.4$ eV in the absence of guest-guest attractions, and 0.34 eV in the presence of such attractions. We find it interesting that $E_{\text{app}}(J=0)>E_{\text{app}}(S_{II} \to W)$ while $E_{\text{app}}(J<0)<E_{\text{app}}(S_{II} \to W)$, where $E_{\text{app}}(S_{II} \to W)$ is the fundamental activation energy for $S_{II} \to W$ jumps. As such, including guest-guest attractions produces qualitative changes in the way we compare our results with experiment. In particular, the NMR data of Isfort et al. 13 yield an $E_{\text{app}}=40$ kJ mol$^{-1}$=0.41 eV, which agrees well with our site blocking result, and is 0.07 eV greater than the result from our model with guest-guest attractions. This, of course, does not suggest that our site blocking model is more accurate; indeed, the agreement seen between the NMR data and the site blocking model is surely fortuitous cancellation of many errors. This result does suggest, however, that the actual $S_{II} \to W$ barrier is greater than 40 kJ mol$^{-1}$, since in our best KMC simulations we find that $E_{\text{app}}(S_{II} \to W)>E_{\text{app}}(J<0)$. Several atomistic simulations of the $S_{II} \to W$ barrier for benzene in Na–Y yield results in the range of 41–49 kJ mol$^{-1}$, 14–16 which agrees well with our interpretation of the NMR data.

Applying this same kind of analysis to diffusion data also works well. In particular, we have shown that $E_{\text{app}}$ for benzene diffusion in Na–Y at infinite dilution is given by $E_{\text{app}}(S_{II} \to W)=31.2$ kJ mol$^{-1}$=0.324 eV for benzene self-diffusion in Na–Y, reported in Ref. 18. Moreover, recent quasi-elastic neutron scattering (QENS) measurements find $E_{\text{app}}=33.7$ kJ mol$^{-1}$ for two molecules of benzene in each Na–Y cage. Our KMC results thus suggest that the fundamental $S_{II} \to W$ barrier is well above the QENS apparent activation energy, lending further credence to the atomistic simulations already carried out on benzene in Na–Y. 14–16

V. CONCLUDING REMARKS

We have developed a lattice model to study the orientational dynamics of benzene in Na–Y zeolite, motivated by the recent two-dimensional exchange NMR study of Isfort et al. on this system at benzene loadings near five molecules per cage. 13 The goal of our study is to determine how the interplay between host-guest and guest-guest interactions influences the time and temperature dependencies of benzene orientational randomization in Na–Y. We consider guest-guest interactions in two stages. First we include only site-blocking interactions; next we consider both site blocking and nearest-neighbor attractive interactions.

We calculated orientational correlation functions (OCFs) using kinetic Monte Carlo (KMC) simulations, and also approximately using a mean field master equation (MFME). Both methods produce OCFs exhibiting biexponential decay in time. We also developed an analytical mean field theory for the initial decay rate, which is exact for the site-blocking model but only approximate when attractive guest-guest interactions are considered. We then solved the site-blocking MFME numerically and analytically for the activation energy associated with the long-time decay rate, for comparison with KMC results. The MFME activation energies agree very well with KMC results at low and high loadings, but consistently underestimate KMC activation energies at intermediate loadings. At finite loadings the MFME allows in-cage randomization, while KMC requires cage-to-cage motion for complete randomization. At high loadings, where the
MFME is accurate, its analytical solution shows that the long-time decay is controlled by a composite of $S_{II} \rightarrow S_{II}$ and $S_{II} \rightarrow W$ jump processes.

We have found that at high loadings, the apparent activation energy for long-time OCF decay satisfies $E_{app}(J=0) > E_a(S_{II} \rightarrow W)$ while $E_{app}(J<0)<E_a(S_{II} \rightarrow W)$, where $E_a(S_{II} \rightarrow W)$ is the fundamental activation energy for $S_{II} \rightarrow W$ jumps, and $J<0$ controls the strength of guest-guest attractions. This shows the qualitative importance of including guest-guest attractions in such models, and also suggests that the actual $S_{II} \rightarrow W$ barrier is greater than the 40 kJ mol$^{-1}$ apparent activation energy measured by Isfort et al.$^{13}$ This conclusion lends credence to atomistic simulations of the $S_{II} \rightarrow W$ barrier for benzene in Na–Y, which yield results in the range of 41–49 kJ mol$^{-1}$.14–16

In future work, we plan to explore the influences of fluid phase transitions on molecular orientational randomization in zeolites. We have previously simulated benzene adsorption in Na–X and Na–Y zeolites using the lattice model described above.$^{37,38}$ For Na–X, critical temperatures as high as 300–400 K are found for reasonable values of the parameters, while for Na–Y no phase transition is predicted. The phase transition for benzene in Na–X arises because of strong attractions between benzene molecules in adjacent cages. These interactions are mediated by benzene molecules in W sites, which are shared between adjacent supercages, thereby stabilizing large clusters of coupled benzenes. For benzene in Na–Y, our simulations predict that the Na–Y W site is too unstable to support the development of such large clusters. We have explored the influence of this phase transition on benzene diffusion in Na–X, finding qualitatively different loading dependencies in subcritical and supercritical regimes. However, it is not obvious how such a phase transition might influence orientational randomization of molecules in zeolites. The development of such models is complicated by the difficulty of experimentally locating benzene in Na–X near W sites.$^{40}$
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