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Ab initio and classical simulations of the
temperature dependence of zeolite pore sizes†

Hongbo Shi,a Angela N. Miguesb and Scott M. Auerbach*a,b

Ab initio and classical simulations were used to study the equilibrium and fluctuating ring diameters for

all-silica zeolites SOD, FER, and MFI over the temperature range 300–900 K. Such simulations are impor-

tant for understanding and predicting zeolite/guest fit, especially for relatively bulky guest species, e.g.,

those derived from biomass. We simulated equilibrium zeolite structures, IR spectra, thermal expansion

coefficients, and ring breathing vibrations to investigate the competition between negative thermal

expansion and enhanced vibrational amplitudes with increasing temperature. We find that although nega-

tive thermal expansion tends to shrink equilibrium ring sizes with increasing temperature, this trend is

nullified by considering ring breathing vibrations, giving effective pore sizes that are roughly constant with

temperature, and larger than those extracted from X-ray data. Several force fields were tested and a

modified BKS force field was found to give the best agreement with the simulated properties listed above,

especially for MFI. Our results are consistent with previous work suggesting that effective zeolite ring

sizes are underestimated by using oxygen ionic radii for estimating atomic excluded volume.

1. Introduction

The regular arrays of pores and channels in zeolites1 make
them indispensable tools for myriad green chemistry appli-
cations requiring shape-selective catalysts and adsorbents.2

Zeolites may also provide efficient routes for producing fuels
and chemicals directly from plant biomass,3 thus being
doubly green in terms of both process and feedstock. To
achieve this important goal, we need better understanding of
the role of zeolite flexibility4 in processing biomass-derived
species. On the one hand, zeolites are often thought of as
highly incompressible solids with large bulk moduli in the
range 10–100 GPa. On the other hand, zeolites can often
adsorb and/or produce guest molecules with kinetic diameters
larger than nominal zeolite pore sizes. For example, catalytic
fast pyrolysis (CFP) studies of cellulose in contact with HZSM-5
zeolite at 600 °C carried out by Jae et al.5 establish the pro-
duction of naphthalene (∼6.2 Å) in the channels of HZSM-5
(5.3 Å × 5.7 Å).6 This raises the fundamental question of
whether our conceptions of zeolite pore size – determined by
X-ray data corrected by estimates of atomic radii – are useful
for predicting zeolite/guest fit over a range of conditions (e.g.,
at the high temperatures of CFP). Accurate pore-size estimates
are crucial for designing selective zeolite-based separations

and zeolite-catalyzed reactions – staples of green chemistry –

with tight-fitting molecular substrates. To address this issue,
we report the application of ab initio and classical molecular
simulations in the present article to investigate the tempera-
ture dependences of pore sizes in small- and medium-pore
zeolite types SOD, FER, and MFI.

It is not obvious a priori how heating zeolites influences
their effective pore sizes. Indeed, the behaviour of zeolites
with increasing temperature likely involves the competition
between negative thermal expansion which decreases average
pore sizes;7 and enhanced thermal vibrations of pores and
channels,4 which serve to increase effective pore sizes. This
competition may be better understood by positing a hierarchy
of zeolite structure/energy fluctuations. Towards this end for a
given zeolite, we denote the zeolite framework potential energy
fluctuation ΔV = V(r) − V(r0), where V(r) is the zeolite potential
energy at the framework structure given by r, and V(r0) is the
ground state potential energy at the optimal (low pressure) geo-
metry r0. [In what follows we ignore the quantity V0 = V(r0), which
sets the zero of energy but often has little additional physical
meaning except in the case of ionic models, for which |V0| is the
vaporization energy of an ionic solid to its corresponding plasma,
which itself has little relevance for the present discussion.]

The hierarchy of zeolite structure/energy fluctuations can
be understood with the following Taylor-series expansion:

ΔV ¼ ΔV1 þ ΔV2 þ ΔV3; ð1Þ

where ΔV1 arises from linear displacements, ΔV2 is the
quadratic potential, and ΔV3 provides cubic corrections. The

†Electronic supplementary information (ESI) available. See DOI: 10.1039/
c3gc41681j

aDepartment of Chemical Engineering, University of Massachusetts, Amherst,

MA 01003, USA. E-mail: auerbach@chem.umass.edu
bDepartment of Chemistry, University of Massachusetts, Amherst, MA 01003, USA

This journal is © The Royal Society of Chemistry 2014 Green Chem., 2014, 16, 875–884 | 875

Pu
bl

is
he

d 
on

 0
9 

Ja
nu

ar
y 

20
14

. D
ow

nl
oa

de
d 

by
 U

ni
ve

rs
ity

 o
f 

M
as

sa
ch

us
et

ts
 -

 A
m

he
rs

t o
n 

24
/0

2/
20

15
 1

8:
43

:0
0.

 

View Article Online
View Journal  | View Issue

www.rsc.org/greenchem
http://dx.doi.org/10.1039/c3gc41681j
http://pubs.rsc.org/en/journals/journal/GC
http://pubs.rsc.org/en/journals/journal/GC?issueid=GC016002


expansion in eqn (1) maps onto the following hierarchy of
length scales for a given zeolite pore:

d effðTÞ ¼ d1 þ Δd2ðTÞ þ Δd3ðTÞ; ð2Þ

where d1 is an optimized equilibrium pore size obtained when
ΔV1 = 0, Δd2(T ) arises from thermal vibrations at fixed-volume
controlled by the quadratic term ΔV2,8 and Δd3(T ) is from
thermal expansion or contraction controlled by the cubic cor-
rection Δd3.9 This hierarchy relies on the fact that harmonic
oscillators do not exhibit thermal expansion/contraction;
anharmonicities such as cubic terms are required to produce
such phenomena.10

Zeolite pore sizes are usually estimated by measuring d1
with low- and/or room-temperature X-ray diffraction (XRD),
and subtracting a correction for oxygen excluded volume, typi-
cally (but not always5) using oxygen’s crystal ionic radii
1.35 Å.11 However, relatively few systematic studies have
been reported4 on the temperature dependences of thermal
vibrations (Δd2(T )) and thermal expansion/contraction
(Δd3(T )), and how these influence effective pore sizes. Thermal
expansion/contraction (i.e., Δd3(T )) can be measured by high-
temperature XRD,7,12 but Δd2(T ) is harder to probe experi-
mentally.4 Several groups have sought to understand zeolite
flexibility at fixed-volume (i.e., Δd2(T )) by measuring and
modelling infrared (IR) spectra of zeolite frameworks.13–15

However, we argue below that IR spectra may focus on
vibrations that are not directly relevant to zeolite pore size.
Because of the difficulty in fully understanding zeolite pore
sizes by experiments alone, we have engaged in ab initio and
classical simulations (informed by some experimental data) to
shed light on these issues.

Because the quantities d1 and Δd3(T ) can be measured by
XRD, we lump them together into an effective quantity d(T ) =
d1 + Δd3(T ). We expect d(T ) to be a decreasing function of
temperature because of the well-established phenomenon of
zeolite thermal contraction.7 For the sake of understanding
zeolite/guest fit, we estimate the quantity Δd2(T ) as the stan-
dard deviation of fluctuating ring diameters obtained during
our simulations, denoted as σ(T ). This is motivated by the idea
that the outer turning point of a ring breathing vibration pro-
vides a better estimate of effective pore size than does the equi-
librium pore size given by d(T ). We expect σ(T ) to increase
with temperature because harmonic vibrational amplitudes
scale as the square root of temperature. To test these predic-
tions, we apply simulations to compute d(T ) and σ(T ) to deter-
mine how these quantities vary with temperature for all-silica
zeolites SOD, FER, and MFI.

Most simulations of zeolite framework flexibility have relied
on classical, force field models of the potential energy. Such
force fields are often fitted to select experimental data such as
low-temperature XRD patterns or IR spectra. However, it is
clear from the above discussion that, for the present study, we
would require a force field that reproduces all of the following
data: low-temperature XRD, high-temperature XRD, and
vibrational spectra such as Raman or inelastic-neutron spectra

of zeolites. Few if any force fields have been fitted to such an
array of data. In the absence of such a force field, we turn to ab
initio molecular dynamics (MD) simulations such as the Car-
Parrinello MD (CPMD) approach16 to provide accurate simu-
lation data on zeolite framework fluctuations. Ab initio MD
has been used to understand many reactions in zeolites,17–19

and the corresponding plane-wave density functional theory
(DFT) has shed light on many structural and mechanical pro-
perties of zeolite solids.9,10 Below we show that ab initio simu-
lation provides a powerful tool for understanding pore size
fluctuations in SOD, FER, and even in the larger MFI structure.

Despite the importance of ab initio MD, force fields will
likely be the method of choice for simulating zeolites and
zeolite framework fluctuations for the foreseeable future. As
such, we do seek a force field that can capture as much of the
physics behind eqn (1) and (2) as possible. For example,
Smirnov et al.20,21 reported a computational study of ring fluc-
tuations with a force field that reproduces zeolite structure (d1)
and vibrational frequencies (related to Δd2(T )), but they did
not demonstrate the capability of this force field for modelling
thermal expansion/contraction (Δd3(T )). On the other hand,
the force field used by Yamahara22 reproduces the thermal
contraction of MFI, but the predicted vibrational spectrum in
the low-frequency region which may be important for pore
breathing vibrations was not shown. Below we report a slightly
modified version of the force field developed by van Beest,
Kramer and van Santen23 that simultaneously reproduces key
aspects of zeolite structure (especially for MFI), ring-breathing
amplitudes predicted by CPMD, and negative thermal expan-
sion coefficients measured experimentally.

The findings described below can facilitate the design and
optimization of zeolite-based separations and zeolite-catalyzed
reactions. For example, sustainable production of para-xylene,
a key precursor for making plastics and fibers, through cyclo-
addition of substituted furan and olefins has recently been
demonstrated in the large-pore zeolite HY.24 Our findings
below may suggest whether running the process in a medium-
pore zeolite such as HZSM-5 may enhance the para-xylene
yield. Other green-chemistry processes such as zeolite-cata-
lyzed fast pyrolysis of biomass to biofuels25 and microwave-
heated, catalytic conversion of cellulose to intermediate chemi-
cals in zeolites26 may also be optimized with proper estimates
of zeolite pore size.

The remainder of this paper is organized as follows: in
section 2 we describe the ab initio and classical simulation
methods, and also the physical properties calculated; in
section 3 we report and discuss the ab initio simulation
results, and then the classical simulation data including those
from the modified force field; and in section 4 we offer con-
cluding remarks.

2. Methodology
A. Zeolite systems

X-ray crystallographic data for all-silica zeolites SOD,27 FER,27

and MFI28 provided initial atomic coordinates for
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optimizations and molecular dynamics simulations (MD). The
orthorhombic MFI structure of van Koningsveld et al.,28 stable
at temperatures above ∼350 K, was studied because of our
primary interest in high-temperature framework dynamics.
The lattice parameters and system sizes for ab initio and classi-
cal simulations are listed in Table 1, which shows the larger
systems sizes considered by our classical simulations.

Periodic boundary conditions were applied to all simulation
cells, effectively surrounding the system with infinite mirror
images to approximate macroscopic crystals.

Tight-fitting guest diffusion in zeolites is typically con-
trolled by the largest rings that form connected windows and
channels in a given zeolite structure. Thus in this work we con-
sidered ring sizes for rings with the largest diameters. The
relevant rings of SOD, FER, and MFI are shown in Fig. 1. Ring
diameters always refer herein to the distances between oppos-
ing oxygen atoms. Ring sizes are labeled by the number of
alternating Si–O moieties; e.g., a ring with 6 alternating Si–O
linkages is called a “6-ring.” The three possible diameters of
the 6-rings of SOD are equal by symmetry (Fig. 1); small
thermal fluctuations that deviate from such SOD symmetry are
ignored below. The 10-ring window in all-silica FER zeolite
deviates strongly from planarity. Due to symmetry, three dis-
tinct diameters are observed in a single 10-ring of FER. The
10-ring in MFI is elliptical; we focus on the maximum and
minimum diameters.

B. Ab initio simulations

Ab initio optimizations and molecular dynamics simulations
were performed using the Car-Parrinello MD (CPMD) software
package, which has been successfully applied to investigate
the structural and electronic properties of zeolites.29 In this

work, the local density approximation (LDA) has been used for
the exchange-correlation potential; we have shown in earlier
work that LDA does a surprisingly good job of reproducing
zeolite unit cell volumes and mechanical properties, in many
cases better than gradient-corrected functionals.9 Filippo29 has
also shown that in strongly bonded systems such as zeolites,
LDA performs well in describing the structures. To solve the
uniform homogeneous electron gas problem, we used the
Teter–Pade parameterization. Vanderbilt ultrasoft pseudo-
potentials were used to represent core-valence electronic inter-
actions for both silicon and oxygen atoms. Valence electrons
were represented explicitly using plane waves with a 30 Ry
cutoff for all the systems studied below. Because of system size
constraints, the Brillouin zone was sampled with Γ-point
sampling in all cases.9

Single-point wave function calculations were used to begin
both geometry optimizations and MD simulations. The elec-
tron fictitious mass in dynamics was set to 400 au to ensure
good adiabatic behavior of electronic dynamics.30 In constant
temperature dynamics, both ions and electrons were thermo-
statted by Nosé–Hoover chains.31–33 Target temperatures for
electron kinetic energies were obtained by running short
(∼1 ps) simulations in which only ion temperatures were ther-
mostatted; the resulting average fictitious electron kinetic
energies were taken as the targets for subsequent electron
temperature control. The time step for moving atoms was set
to 4 au and trajectories were written to disk every 33 steps.

Fig. 2 shows that the CPU time required for each CPMD
step scales with the number of electrons to the power 2.8 for
the three zeolites studied herein. More details on the system
sizes and CPU times can be found in the ESI.† Ab initio
dynamics for SOD and FER were performed for 30 ps. Because
of the great expense of CPMD applied to the MFI zeolite struc-
ture, dynamics were run only at the 300 K case for 2 ps.

C. Classical modeling

Classical molecular simulations compute interparticle inter-
actions through empirical force fields parameterized by either

Fig. 1 Rings in SOD (top left), FER (top right), and MFI (bottom).

Table 1 Unit cell parameters and repetitions in the simulation boxes

Zeolite type

Unit cell parameters Simulation box

a (Å) b (Å) c (Å) CPMD Classical

SOD 8.96 8.96 8.96 1 × 1 × 1 2 × 2 × 2
FER 19.01 14.30 7.54 1 × 1 × 1 1 × 1 × 2
MFI 20.02 19.89 13.38 1 × 1 × 1 1 × 1 × 2

Fig. 2 CPU time (per processor per dynamic step) scaling with system
size expressed as the number of valence electrons.
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experimental properties and/or first principle calculations.
Since there is no need to calculate electronic distributions,
CPU times are significantly reduced and larger system sizes
can be treated. However, classical simulation results depend
largely on the force field parameters used. The transferability
and accuracy of force fields are limited because most force
fields are generated by reproducing a limited set of properties.
Despite these limitations, we seek below a single force field
that can reasonably reproduce zeolite structures, vibrations,
and thermal expansion properties for the SOD, FER, and MFI
frameworks.

We mainly compared three different types of force field.
The force field developed by Auerbach et al.34 contains Buck-
ingham potentials (eqn (3)), Columbic potentials, and three-
body potentials. The three body term accounts for the relative
rigidity of SiO4 tetrahedra. For simplicity this force field will be
referred to as “Three Body Force Field” (TBFF). Three body
potentials in DL_POLY have a different form (eqn (4)), requir-
ing us to refit the TBFF to this form.

V short
Buckingham ¼ A exp

�r
ρ

� �
� C
r6

; ð3Þ

V tbp
Harmonic ¼

k
2
ðθ � θ0Þ2exp

�r8ij � r8jk
ρ8

 !
; ð4Þ

We also considered the Beest, Kramer, and van Santen
force field35 (BKSFF), fitted to ab initio data and containing the
same potential terms as TBFF except that BKSFF lacks three-
body potential terms. BKSFF has been shown to reproduce
elastic constants and negative thermal expansion for CHA and
SAS zeolites.

We also considered the force field developed by Pedone,
Malavasi, Menziani, Cormack, and Segre36 (PMMFF), which
includes the Morse potential for the short-range interaction.
Like the BKSFF, the PMMFF lacks three body potential terms.
PMMFF is able to reproduce structural parameters and mecha-
nical properties of a wide range of crystalline silicates. The
force field developed by Yamahara et al.22 (YOKFF), and a
modified version of the BKSFF (MBKSFF) were also considered.
All force field parameters used in this study are given in the ESI.†

For our classical simulations, we used the parallel
DL_POLY-2 package which was developed at Daresbury Labora-
tory.37 We have performed constant volume (NVT) classical
molecular dynamics with target temperature of 300 K, 600 K
and 900 K. The data collected during these simulations were
used to compute equilibrium structure, infrared spectrum and
ring distributions. At each temperature, the experimental
volume12,38,39 was used, thus the effect of thermal contraction
was included. The temperature was controlled during the
simulation by Nose-hover thermostat31–33 with relaxation time
of 0.1 ps. To calculate the equilibrium volume and thermal
expansion coefficients, constant pressure (NPT) simulations
were performed. Pressure and temperature were controlled by
Berendsen thermostat with relaxation time of 0.1 ps. The
initial configurations for all dynamics at higher temperatures

were obtained by isotropic decrease of that in 300 K. Initial
velocities were randomly assigned by Maxwell Boltzmann
distribution. We used the leap frog algorithm40 to integrate
Newton’s equation with a time step of 1 fs. For electrostatic
interactions, we used Ewald summations with a cutoff smaller
than the half of the minimum cell vector length. Trajectories
were stored for 100 ps and written to disk every 4 steps.

D. Structure optimization

Structure is a primary property in PES evaluation. We opti-
mized the structures of SOD, FER and MFI by both an initio
and classical simulations. In ab initio simulations theminimum
energy configurations were searched using the conjugate gradi-
ent method with a max force threshold value of 10−3 au. In
addition the geometries were also optimized with DL_POLY,
implemented by a combination of conjugate gradient and low
temperature dynamics, using a threshold value of 10−5 au.

The atom positions in the relaxed structure are recorded
and the average standard deviations, Ropt, from the experi-
mental structures are calculated according to:

Ropt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i

ðropt � rexpÞ2
vuut ; ð5Þ

where r is the atom coordinates and N is the total number of
particles in the simulation systems.

E. Equilibrium structure

The experimental structures that we used for comparison were
extracted from the X-ray crystallographic data. The measured
atomic coordinates correspond to the equilibrium geometry
on the PES. Thus a more accurate comparison would be pro-
vided if dynamics were used to determine the equilibrium
structure through averaging of the atom positions.

In CPMD simulations for SOD, a center of mass shift was
observed. In order to compare the SOD structures the resultant
movement of the center of mass was deducted. The structural
deviation, Req, at 300 K was calculated according to

Req ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
N

XN
i

ðkrieql� r i
expÞ2

vuut ; ð6Þ

where reqi is the ensemble average of ith atom’s coordinates.

F. Infrared spectrum

Vibrational frequencies are usually measured by infrared (IR)
spectroscopy and are dependent on the second derivatives of
the PES. The simulation method would be more reliable if the
calculated computed IR peaks are in close agreement with
experimental results.

Typically the IR spectrum calculation utilizes linear
response theory through a Fourier transform of the total
dipole moment auto correlation function as follows:41,42

IðωÞcl ¼ 1
2π

ðþ1

�1
dte�iωt k~MðtÞ�~Mð0Þl� jk~Mlj2� �

; ð7Þ
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where I(ω)cl is the spectral density or the classical absorption
lineshape, and ω is the angular frequency. In classical model-
ing, the dipole moment at each step is calculated according to:

MðtÞ ¼
XN
i

qiriðtÞ; ð8Þ

where q and r represent the charge and the coordinates associ-
ated with ith atom. The IR spectrum can be obtained using
atomic velocities and charges.42 This approach avoids disconti-
nuities in atomic positions that arise when employing periodic
boundary conditions.43 The intensities obtained by this
method are qualitative because the quantum corrections
needed to give completely accurate intensities are impractical
for such a large system.44 Previous MD trajectories were used
to calculated IR intensities.

G. Thermal expansion coefficient

Thermal expansion coefficients were calculated for the total
volume at 200 K–900 K. In CPMD NPT simulations, the volume
exhibited a physically meaningless periodic oscillation. As
such the algorithm in CPMD NPT is not applicable to thermal
expansion coefficients and classical NPT simulation was used
to determine this property.

Linear regression analysis was performed and the slopes
were used to calculate thermal expansion coefficients accord-
ing to:

αV ¼ 1
Vð300 KÞ

dV
dT

; ð9Þ

H. Ring distribution

Average ring diameters and standard deviations were calcu-
lated at 300 K, 600 K, and 900 K. To obtain better statistics,
the ring diameters were averaged over time and the simulation
box through:

d ¼

PNring

k¼1

PNsym

j¼1

PNstep

i¼1
dijk

Nring � Nsym � Nstep
; ð10Þ

where Nstep represents the number of dynamic simulation
steps, Nsym is the number of symmetric diameters in the same
ring. Nsym is 3 for SOD and 2 for d2 in FER (Fig. 1). Nring is the
number of similar rings in the simulation box. For example,
we used four 10-rings to sample dmin and dmax.

Standard deviation of each distance σjk was first calculated
over time using eqn (11) and then σ was calculated by average
over the simulation box.

σjk ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPNstep

i¼1
ðdi� , d>Þ2

Nstep

vuuuut
; ð11Þ

where < > is the ensemble average.

3. Results and discussion

Here we report our ab initio simulation results for the equili-
brium structures, IR spectra, and ring breathing vibrations in
SOD, FER and MFI-type zeolites. We will then use the CPMD
results, partnered with experimental data, to evaluate the
applicability of different force fields for describing such
properties.

A. Structures

Table 2 shows the simulated structural deviations, Ropt and
Req, determined using both CPMD and classical dynamics.
The structures of SOD and FER obtained from ab initio simu-
lations agree reasonably well with experimental data with a
standard deviation, Req, of <0.1 Å. In the case of MFI, the Req is
greater than 0.1 Å but still relatively small at 0.18 Å. Longer
simulation times may be necessary to decrease the Req of MFI
but at this time are not computationally tractable. In general
the small deviations between the ab initio simulation and the
experimental structure prove that ab initio simulation is both a
reliable and accurate tool for modeling zeolite structure.

We have also used classical simulation and employed
different force fields to determine the deviations in all three
zeolites (see Table 2). Although BKSFF and PMMFF are slightly
better than TBFF at modeling the structure of SOD and FER,
the deviations in MFI by these two Force fields are much
greater due to large distortions in the framework. These
results confirm that force field simulations are highly depen-
dent on the potential forms and parameters used in their
development and as such lack the universal applicability and
transferability of ab initio simulations. Without further refine-
ment, BKSFF and PMMFF are not good candidates for describ-
ing the structural properties of MFI, such as ring distribution.
Based on BKSFF, we increased the point charges of Si and O in
MFI and obtained a modified BKSFF (MBKSFF, see Table S2†),
which reproduces an equilibrium MFI structure closest to
experiments among all the force fields used in this study.

B. Infrared spectrum at 300 K

The infrared spectra for SOD and FER at 300 K are shown in
ESI (Fig. S1†). Several studies21,45,46 have suggested peak
assignments in the lower wavenumber region (400–750 cm−1)
to ring vibrations. Analysis for isolated rings47 of silico-oxygen
tetrahedra has shown that a single band located in the region

Table 2 Deviation of optimized structure Ropt and equilibrium structure
Req from experiment

Potential
SOD FER MFI

Ropt (Å) Req (Å) Ropt (Å) Req (Å) Ropt (Å) Req (Å)

CPMD 0.08 0.04 0.02 0.05 0.03 0.18
TBFF 0.07 0.08 0.10 0.07 0.13 0.14
BKSFF 0.02 0.07 0.07 0.05 0.57 0.60
PMMFF 0.02 0.06 0.05 0.06 0.57 0.59
YOKFF 0.06 0.12 0.04 0.12 0.43 0.35
MBKSFF 0.07 0.04 0.08 0.08 0.20 0.12
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of the so-called pseudolattice vibrations (400–800 cm−1) corres-
ponds to the ring vibration. Increasing the size of the
ring results in the shift of characteristic band positions
toward lower wavenumbers.48 This suggests that vibrational
frequencies for even larger rings such as 10-rings may fall
below the typical infrared wavenumber window for zeolites
(400–1200 cm−1).48 Fig. 3 shows the ring diameter oscillation
for FER obtained from CPMD simulation. The frequency of the
ring diameter vibration can be roughly estimated by counting
the number of waves per picosecond and was determined
to be around 200 cm−1. Another method to calculate the fre-
quency is to perform a Fourier transform of the ring diameter
auto correlation function over a short time-scale (0.2 ps). This
method produced a broad frequency distribution ranging from
0–400 cm−1 with a notable peak at 120 cm−1. Therefore the
peak in IR spectrum for FER at approximately 400 cm−1

should not be assigned to ring vibration. The infrared spec-
trum is thus not an effective property to evaluate the applica-
bility of force fields for modeling ring vibrations in medium to
large pore zeolites. As such we conclude that CPMD is a better
suited method for studying the direct ring vibrations in
zeolites.

C. Thermal contraction at standard pressure

Negative thermal expansion (NTE) in zeolites has been
observed experimentally in many zeolites such as siliceous
Sodalite,49 LTA,50 MFI,12 ITQ-7 and ITQ-9.51 In order to repro-
duce NTE behavior accurately, the force field used should
include the anharmonic contributions of the PES, as close to
that of the true PES.10 In NPT dynamic simulations using
TBFF, the unit cell tends to quickly shrink followed by sub-
sequent collapse. This suggests that either the TBFF calcu-
lation is not stable with respect to this algorithm or that the
TBFF constructed PES deviates too much from the true PES at
large displacements. Fig. 4 shows the volume change with
respect to temperature for 200 K–900 K. The experimental data
used for comparing, SOD, FER and MFI were taken from
Zheng,38 Bull39 and Bhange12 respectively. The thermal

expansion coefficients determined by all force fields agree
reasonably well with experimental results (Table 3). However,
PMMFF and BKSFF tends to overestimate the volume which
agrees with the results of previous simulations by Combariza23

regarding Si-CHA and Si-SAS. Unit cell volume calculated by
modified BKSFF is very close to the experiment value for all
three zeolites in a wide range of temperature. In Fig. 4, a
maximum point for FER was observed in the experimental
data at 400 K. We have not been able to simulate this pheno-
menon with any of the force fields studied, however since our
simulations focus on higher temperature regimes it is not
necessary to reproduce.

D. Ring distribution at 300, 600 and 900 K

As shown above, CPMD provides a practical way to obtain ring
size distributions. Fig. 5 shows fluctuations of d1 in two
different 10-rings in the FER simulation box. A timescale of
30 ps was sufficient to minimize statistical error in the fluctu-
ation calculation. However simulating the fluctuations in MFI
on such a time-scale is not computationally tractable due to a
significant increase in system size compared to FER. Fig. 5
also suggests that at 2 ps, the fluctuations in FER fall into the
region where statistical error is 10%.

Thus we assume that a 2 ps time-scale for simulation of
MFI is sufficient to model ring fluctuation within 10% uncer-
tainty. Although there is more error associated with a shorter
time-scale, understanding the dynamics in MFI will provide
some information for the vibration.

Average ring diameters and fluctuations for SOD and FER
are plotted in Fig. 6. Simulations for the two zeolites show
similar trends with respect to temperature dependent ring dis-
tributions. We conclude the following from Fig. 6:

1. In SOD the contribution of σ to deff is ∼0.4 Å, almost 15%
of the ‘static’ ring size (2.6 Å using standard atomic radii). This
suggests that ring vibration needs to be considered in catalysis
design, especially for tight-fitting guest molecules.

2. The average ring size d decreases when the temperature
increases, indicating that the bridging oxygen atoms tend to
explore the space inside the pores, which might responsible
for the NTE phenomenon.

3. The ring fluctuation amplitude σ is much bigger than the
average ring size change from one temperature to the next
[Δd = d(T2) − d(T1)]. This suggests that it may be more impor-
tant to model the ring vibrations than the contraction
properties.

4. The effective ring diameter d + σ appears roughly inde-
pendent of temperature.

Fig. 7 and 8 show the FFs calculation for ring size distri-
bution of SOD and FER. All FFs show good agreement with
ab initio simulations in structure calculation in a wide temp-
erature range; however, the fluctuations of SOD rings predicted
by YOKFF is closer with ab initio results. For FER, PMMFF
shows excellent agreement with ab initio simulations results in
ring fluctuation calculations.

We find from Fig. S1† that the IR spectra predicted by all
the force fields overestimate the frequencies in the lower

Fig. 3 Ring diameter d1 evolves with time for FER by CPMD at 300 K.
Experimental d1 is from XRD measurement.27
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wavenumber region. According to eqn (S4),† ring vibration
amplitudes should be underestimated using all three force
fields if lower frequency region accounts for ring vibrations,
which however is not the case. On the other hand, PMMFF
shows highest discrepancy in all frequency regions simulation
for FER, but closest to ab initio simulation results in ring fluc-
tuation calculations. These results again suggest that the
peaks at approximately 400 cm−1 should not be assigned to
ring vibration and infrared spectrum is not an effective prop-
erty to evaluate the applicability of force fields for modeling
ring vibration.

Due to the limitation of current computer capability, it is
unlikely to get accurate ring distribution for MFI using ab
initio dynamics. The only information we may extract from pre-
vious 2 ps NVT dynamics for MFI is an estimation of 10-rings
vibration amplitude (Table 4) with 10% error. Using ionic
radius of 1.35 Å11, deffmax of MFI becomes 5.92 ± 0.2 Å, still

Table 3 Thermal expansion coefficient

αV × 106 (K−1)

SOD FER MFI

EXP −13.0a −24.239 −7.612
BKSFF −8.0 −22.5 −16.6
PMMFF −13.3 −16.3 −15.6
YOK −17.5 −12.7 −10.0
MBKSFF −20.7 −12.5 −12.7

a Calculated based on volume data38 by eqn (9).

Fig. 5 Ring diameter fluctuations evolve with time for FER by ab initio
dynamics; two lines represent the diameter of same type (d1) but in
different rings of in simulation box.

Fig. 4 Unit cell volume calculated by FFs for SOD (top left), FER (top right) and MFI (bottom). Experimental data are from ref. 38, 39 and 12.
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smaller than naphthalene kinetic diameter. Thus, in addition
to the flexibility of the ring size, a proper choice for the atomic
size should be considered to explain the anomalous host–
guest fitting phenomenon.52

To evaluate the force fields ability to accurately model
zeolite structure we compare ring sizes. Table 4 shows the
maximum and minimum equilibrium ring sizes in MFI
10-rings. Ab initio dynamics again shows high accuracy in
structure calculation. The ring shape determined by BKSFF
and PMMFF is much more elliptical than that reported experi-
mentally, which explains the high simulation deviation for
structures in Table 2. MBKSFF shows best performance in the
static ring modeling.

Ab initio calculation suggests that MFI has a larger ring
than SOD and FER but a smaller fluctuation. The framework
environment where the ring is located should highly affect the
ring motions. The fluctuations of the maximum and
minimum rings are also shown. All FFs shows similar capa-
bility in modeling the fluctuation amplitude for MFI.

Among the force fields, MBKSFF shows best performance
in structure, ring size, ring fluctuation and thermal

contraction calculation for MFI at 300 K, thus a good candi-
date for classical modeling of MFI.

NVT dynamics with MBKSFF was carried out for 100 ps at
300 K, 600 K, and 900 K; average and fluctuation of dmin and
dmax were then calculated and shown in Fig. 9. The opposite
change of dmin and dmax indicates a less elliptical ring
at higher temperature. deffmax is almost independent with
the temperature, which indicates that molecules which
cannot go into MFI channel at 300 K would also be rejected at
900 K.

4. Conclusions

We performed ab initio calculation for SOD, FER and MFI
using geometry optimization and dynamics techniques. LDA
functional shows high accuracy in calculating structure pro-
perties and were found better than BLYP functional for in IR
computations. Ring distributions study for SOD and FER by ab
initio dynamics shows that at elevated temperature the ring
size d decreases, ring vibration amplitude σ increases and the

Fig. 7 Comparison of FFs dynamics with CPMD in SOD ring distributions at 300 K, 600 K and 900 K.

Fig. 6 SOD and FER ring distributions by CPMD at 300 K, 600 K and 900 K; error bar represents standard deviation σ.
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effective ring diameters deff are approximately unchanged. We
conclude that ring vibration should be considered in pore size
calculation, especially for 6-ring in SOD.

Classical modelling was also performed using several force
fields. Structure, vibration frequencies, thermal contraction
and ring distributions was studied and the results were used
for FFs evaluation. We find IR frequencies not important in
ring motion simulations. YOKFF, PMMFF and MBKSFF are
more accurate for modelling the structure and flexibility of
SOD, FER and MFI respectively.

Classical modelling using the MBKSFF indicates that
similar with SOD and FER, the effective value of the maximum
ring diameter of the 10-rings in MFI the fluctuations of SOD
rings MFI also shows no temperature dependence. In the
future we will focus on framework-guest molecules interactions
in tight-fitting host guest systems.
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