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A variety of force field based simulations have been used to study the location and diffusion of benzene
adsorbed in a model zeolite HY (Si/Al) 2.43), namely: molecular docking; equilibrium and nonequilibrium
molecular dynamics; and Monte Carlo umbrella sampling. Multiple adsorption sites are found, with benzene
facially coordinated to one or two H(1) or H(2) protons in the supercage. Some slight adsorption onto the
12-membered ring windows is also observed, in accordance with infrared measurements. The minimum energy
path at low temperature proceeds via a creeping of the molecule along the zeolite wall between stable sites,
with an activation energy varying between 10 and 20 kJ mol-1. This type of creeping motion is observed
both for intracage and intercage diffusion. Cartwheel jumps between sites are seen to proceed with higher
activation energies of approximatively 30 kJ mol-1. Multiple paths from site to site open as the temperature
increases. This results in a strong temperature dependence of the potential of mean force in the zeolite cage,
as calculated by umbrella sampling. Nonequilibrium molecular dynamics simulations initialized at the transition
state between two states show that the molecules do not relax in a single final state but in a multiplicity of
states; only cage-to-cage jumps keep a sense, as a majority of molecules relax in the final cage. Due to the
multiplicity of possible cage-to-cage paths, the temperature dependence of the cage-to-cage rate constants is
deeply non-Arrhenius.

1. Introduction

Many experimental and theoretical studies have focused on
benzene adsorbed into siliceous or cationic faujasite. We feel
that knowledge of these systems is, if not perfect, at least a
good way to completion. Force field based simulations1-7 as
well as Ising models8-13 have helped us to understand their
behavior. As an example, the theoretical prediction of the
activation energy of self-diffusivity of benzene in NaY was
experimentally confirmed14 after publication of the simulation
results.3

The situation is quite different with acidic faujasites. Indeed,
only a few studies ventured to investigate adsorption and
diffusion of benzene in HY by gravimetry,15 neutron diffraction
and molecular mechanics,16,17infrared spectroscopy,18,19NMR20,21

or density functional theory.21 It is quite clear that computational
studies of benzene in HY are much more complex than in
siliceous or even cationic faujasites. The mechanism of proton
transfer between the guest molecule and the host structure needs
to be treated at the ab initio level,21 but the same level of theory
cannot yet allow to compute the diffusivity of the guest
molecules in the structure. Jump diffusion models (JDM) or
kinetic Monte Carlo (KMC) approaches offer a way to overcome
this difficulty. Indeed, these techniques represent the diffusion
of the guest molecule as a series of random jumps between
definite adsorption sites.13,22,23 Proton transfer can easily be
included by adding other types of “virtual jumps” corresponding
to the actual chemisorption and reaction rates.24,25 If the latter

rates still need to be computed with ab initio methods, all rates
corresponding to physisorbed processes only require force field
based atomistic simulations. Consequently, if the diffusion
proceeds by jumps between sites where benzene is physisorbed,
force field based simulations would suffice to compute the actual
diffusion rates; however, if diffusion proceeds by proton-assisted
hopping processes between sites where benzene is chemisorbed,
then the diffusion rates also need to be computed using ab initio
methods. Contrarily to HSAPO37,16,18,19no redistribution of the
protons upon benzene adsorption was observed in HY.17-19 This
observation strongly suggests that the main diffusion mechanism
is due to the hopping between physisorbed sites.

The above-mentioned reasons clearly show the interest of
force field based determinations of the physisorption sites and
hopping rates of benzene in HY. In the present article, we will
present results of such calculations, for future use in a KMC
type simulations.13 A variety of different force field based
molecular modeling techniques have been applied, namely:
molecular docking, equilibrium and nonequilibrium molecular
dynamics, constrained minimization along a “reaction path,”
and Monte Carlo umbrella sampling. We will show that a variety
of adsorption sites exist in HY, where benzene is facially
coordinated to one or two protons; that diffusion of benzene at
0 K proceeds via “creeping” along the zeolite wall between these
sites, even during the cage-to-cage jumps; that at higher
temperatures the existence of multiple pathways between the
sites prevents the calculation of any site-to-site rate coefficient,
so that the only meaningful motion on larger time scales is the
cage-to-cage hop.

In the next section, we will review the experimental and
theoretical knowledge of benzene adsorption in HY, and detail
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the zeolite structure used in the study. The third section will be
dedicated to the computational methods considered: we will
describe the derivation of the force field and the techniques used
to determine the adsorption sites and compute the diffusion rates.
In a fourth section we will present the results of the calculation
and a relevant discussion, with comparison to relevant experi-
mental data.

2. HY Structure With and Without Sorbed Benzene

HY is a FAU-type zeolite with protons compensating some
or all the negative charges of the framework.26 There is no
particular ordering of the aluminum in the framework, apart
from Löwenstein’s rule,27 in accordance to what is observed in
NaX and NaY.28 The main question comes from the distribution
and location of the protons. The crystal structure from X-ray
diffraction only gives indirect evidence of the proton positions.29

Neutron diffraction studies allow us to locate them more
directly.17,30,31 In all cases the protons were found to be
preferentially linked to O(3) and O(1), then to O(2), and finally
to O(4). The exact repartition between these sites depends on
the composition of the sample: Jira´k et al.30 found 21.1( 5.5
H(1), 30.9( 7.0 H(3), and no H(2) or H(4) per unit cell; Czjzek
et al.31 found 28.6( 1.0 H(1), 15.0( 1.0 H(3), 9.5( 1.0 H(2)
and no H(4) per unit cell; Vitale et al.17 observed about 22 H(3),
13 H(1), 3 H(2), and 4 H(4). The latter group also notes that
the distribution of the protons remains unchanged upon adsorp-
tion of benzene. This is in contrast to what is observed in
HSAPO-37, which has the same faujasite structure: in this
aluminophosphate the protons are seen to redistribute over O(2)
upon adsorption of benzene.32 Infrared spectroscopy confirms
the redistribution of the protons in HSAPO-37 but not in HY.18

Infrared studies, beginning with Jacobs and Uytterhoeven in
1973,33 have shown that there are two bands corresponding to
O-H vibration in HY: a narrow high frequency (HF) band,
and a broad low frequency (LF) band. The usual explanation is
that protons linked to O(1) and O(2) point in the supercage and
are responsible for the narrow HF component, while protons at
O(3) and O(4) point inside the smaller sodalite cages, where
H-bonding with the framework oxygens broadens the corres-
ponding infrared band; see, e.g., van Santen and Kramer34 and
references therein. Observations of the bending mode of the
protons,35 as well as computer simulations of the vibrational
frequencies,36 seem in broad accordance with this view. Note
that Datka et al.37,38 proposed another explanation: the two
bands would be due to framework oxygen atoms in different
environments, namely Si(4Al), Si(3Al), Si(2Al), and Si(1Al).
This explanation is based on the observation of a single narrow
HF component in NaX(Si/Al) 1), where there is also only
one type of environment Si(4Al). However, in a recent paper
by Sierka et al.,39 it is shown by mixed quantum/classical
simulations that although the acidity of the proton sites in HY
depends on the number of neighboring Al sites, it is not the
case for the infrared frequency or the NMR shift, which
invalidates the picture proposed earlier by Datka et al.37,38

Barthomeuf and Ha40,41 have studied the adsorption of
benzene in Na,HY(Si/Al) 2.43) by calorimetry and found that
the heat of adsorption decreases when increasing the number
of protons: while in Na56Y the heat of adsorption reaches 79
kJ mol-1, for a structure with 8.7 Na and 47.3 H per unit cell
the heat of adsorption decreases to about 70 kJ mol-1, showing
that the interaction with the protons is less favorable than that
with the sodium cations. In a neutron diffraction study of
benzene in HY, Vitale et al.17 concluded that the benzene
molecule in its adsorption site is facially coordinated to the H(2)

in the six-membered (6-T) ring, with a distance between the
benzene center-of-mass (COM) and the proton of 3.40 Å. This
was also concluded in HSAPO-37, both by IR spectroscopy18

and neutron diffraction.16 But the assignment is reportedly quite
poor: based on similarities to what was observed in NaY the
refinement was performed with the benzene molecule con-
strained next to an H(2) proton. The IR spectra of benzene
sorbed in HY18 shows two components even at very low
concentration, suggesting an interaction with two types of
protons. Other very small bands were thought to belong to
molecules adsorbed in the 12-T ring windows. A DFT study of
benzene in interaction with an AlSi2O4H9 cluster modeling an
acid site of HY21 showed that the van der Waals (vdW) complex
with a benzene molecule coordinated facially to the proton is
the most stable complex, at an equilibrium H-COM distance
of 3.22 Å. Note, however, that cluster Hartree-Fock calculations
of the adsorption of benzene on acid sites in silica gel,42 that
is, presenting terminal OH groups rather than bridging hy-
droxyls, led to two types of stable minimum energy sites: in
the most stable site, benzene is coordinated to two protons on
the same side, while in the second site, benzene is coordinated
facially to only one proton. It has been also shown by
multinuclear NMR experiments43,44that for benzene the H-bond
complex is more stable than the proton-transfer complex.

All these studies agree that the stable HY-benzene complex
is of physisorbed type, that is, H-bond or vdW complex. This
further justifies the present work, since it is likely that the
diffusion process will be due to vdW interactions also. The exact
nature of the adsorption site, however, is not so clear. It could
not be completely determined from neutron diffraction data,
most probably because of the large heterogeneity in the proton
location, and hence in the adsorption sites. Cluster DFT and
Hartree-Fock calculations suggest the existence of a stable
complex involving the facial interaction of benzene with either
one or two protons.21

Some studies also investigated the activation energy for the
onset of mobility of benzene in HY. Sousa-Gonc¸alves et al.20

used2H NMR to measure an activation energy of less than 10
kJ mol-1 at low temperature (210-260 K) and of approximately
25 kJ mol-1 at higher temperature (260-292 K), assigned to
the intracage and intercage mobilities, respectively. These
energies are considerably lower than the activation energy
reported for the mobility of the proton in HY in the presence
of an adsorbed molecule:45 61 kJ mol-1. Combined with the
nonredistribution of the protons upon adsorption of benzene,
this again justifies the neglect of chemical interaction.

In light of these data, we constructed a zeolite HY model
with a ratio of Si/Al) 2.43. The initial atomic crystallographic
positions were taken from the neutron diffraction data of Czjzek
et al.31 The simulation cell consisted of a square box witha )
24.77 Å, with 136 Si, 56 Al, 384 O, and 56 H. The aluminum
atoms were randomly distributed in the cell. 30 protons were
placed at H(1), 10 at H(2), 16 at H(3), and 0 at H(4), using the
following three rules: (i) protons are linked to an oxygen close
to an Al atom; (ii) no two hydroxyl groups can be linked to the
same silicon atom; (iii) no proton can be closer than 4.0 Å from
another. Note that H(3) protons point inside the sodalite cages,
and therefore have no importance as far as adsorption of benzene
in the supercages is concerned. The only accessible protons are
H(1) in the 4-T ring and H(2) in the 6-T ring. These rules do
not determine completely the position of the protons. To
investigate the influence of different proton distributions, three
different initial configurations were prepared. Each structure was
then minimized using MSI’s Discover96 code with the force
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field cff91_czeo.46 Although the total energy of the structures
differed by more than 400 kJ mol-1 with this force field, it was
found that all three final configurations were broadly equivalent
as far as sorption of benzene is concerned. Indeed, the 40
accessible protons in any structure suffice to create a hetero-
geneity of the acidic sites larger than the difference between
the structures. Therefore in what follows, only results for the
most stable of these structures are given.

3. Computational Methods

3.1. BenzenesFaujasite Force Field.A wide class of force
fields used to model adsorption in zeolites is referred to as the
“average T-site” model, based on the approach of Kiselev and
co-workers.47 In these models, all tetrahedral atoms are con-
sidered to be equivalent and the negative charge due to the Al
content is spread uniformly over all framework oxygen atoms.
These force fields present the wonderful advantage of keeping
perfect framework symmetry, irrespective of the Al content.
Recently such types of force field have been shown to yield
quantitative agreement for the heat of adsorption of chloroform
in faujasite at any loading.48,49 Auerbach and co-workers used
the same type of force field to study the adsorption and diffusion
of benzene in NaX and also NaY showing good agreement with
experiments at infinite dilution.3,5 But one can wonder if this
symmetry introduced mainly to simplify the analysis of the
simulation results does not hide artificially an underlying
complexity. Indeed, to our knowledge no ordering of Al atoms
in the framework has been found in faujasite with Si/Al> 1,
which implies at the molecular level a heterogeneity of the
cationic or acidic sites.39 This heterogeneity prevails in proto-
nated zeolites, where acidic hydroxyls are located next to Al
sites. To study adsorption of benzene on HY, it is important to
explore the effects from an “explicit Al” model and an according
force field.

The explicit Al force field derived by Henson and co-
workers32,50,51 based on the charges of Kramer and co-work-
ers52,53proved not to reproduce adequately the cation dynamics
in faujasite,54 which we feel comes from the overestimated
difference of 1|e| between the charges of Al and Si in their
model. Indeed, this representation assumes a complete hetero-
geneity of the T-sites without any spreading of the excess charge
on the O atoms, which is contradicted by most ab initio
calculations of zeolitic charges,55,56as well as electronegativity
equilibration methods.57-59 These last methods show that atomic
charges depend not only on nearest neighbors but also on next
nearest neighbors and atoms even farther away. To place
ourselves on the right middle ground between simplicity of the
charge description and validity of the local environment, we
chose to define different chargesq for O atoms between two Si
atoms (Oz), between an Si and an Al atom (Oa), and in a
hydroxyl group (Ob), thus following the philosophy of the force
field presented by Hill and Sauer.60,61The derivation of our own
parameters allows to compare more easily with previous
calculations in sodium faujasite.3,5,7,8Since this force field should
be able to model NaX as well as NaY, dealuminated Y (DAY)
or HY, the chosen charges should be conserved whatever the
Si/Al ratio or the number of Na cations versus protons in the
structure. WritingF ) n(Si)/n(Al) and γ ) n(Na)/n(H), the
charge neutrality of the framework implies:

This relation should be verified for allF andγ, so that:

The above set of equations of course does not completely
determine the charges and several other assumptions have to
be made. Based on ab initio calculations on clusters55,56,62and
periodic Hartree-Fock calculations63 as well as experimental
measurements of the phonon modes55 or fitting of the X-ray
electron density map,64 we chose the atomic charge values listed
in Table 1. The magnitude of the charges in this set is
significantly lower than the Kramer-based charges.53 However,
except for the Al atom, they are rather close to the atomic
charges fitted to DFT calculations recently published by Blake
et al.65

The benzene-zeolite interactions are modeled using a simple
6-12-1 potential between each guest-zeolite atom pair:

i and J referring to the guest and zeolite atoms, respectively,
and using for the Coulombic part the charges defined above.
The coefficientsAiJ andBiJ of the potential were assigned by
comparison of adsorption and diffusion simulations to experi-
mental data for NaX, NaY, DAY, and HY. A combination rule
based on Slater-Kirkwood’s expression of the dispersion force66

was used to relate atomic parameters to the Lennard-Jones
coefficients. All relevant parameters are listed in Table 1. In
all calculations the zeolite framework was held fixed. The
internal potential function for benzene, as well as the benzene-
benzene interactions, are the same as in ref 3. Short-range
interactions were cut off at 12.0 Å, while long-range electrostatic
energies and forces were computed either with an Ewald
procedure optimized for the simulation of flexible guest
molecules sorbed within a rigid host, or with the fast multipole
method67,68as implemented in ref 7. All calculations involving
host-guest interactions were performed using the DIZZY code
developed by Henson and subsequently modified in-house by
Auerbach and co-workers.7,69

3.2. Theory of Rate Constant Calculations.The rate
constant for a jump from an initial sitei to a final sitej can be
expressed within flux correlation theory as:70,71

whereøi is the equilibrium mole fraction of particles in the state
i, z the coordinate perpendicular to the dividing surface bounding
state i, z̆ its time derivative,δi[r ] the Dirac delta function

Fq(Si) + q(Al) + γq(Na) + (1 - γ)(q(H) + q(Ob)) +
(3 + γ)q(Oa)+ 2(F - 1)q(Oz) ) 0 (1)

TABLE 1: Atomic Charges and Lennard-Jones Parameters
Used to Model the Adsorption of Benzene in HYa

element charge element A/eV.Å6 B/eV.Å12

Si +1.6e C-Oz 22.99 25 022.1
Al +1.2e H-Oz 3.20 1563.1
Oz -0.8e C-Oa 25.57 29 251.0
Oa -0.9e H-Oa 3.71 1918.3
Ob -0.3e C-Ob 18.63 18 331.7
H (zeolite) +0.2e H-Ob 2.403 1045.9
Ca -0.153e C-Hz 2.588 1299.3
H (benzene)a +0.153e H-Hz 0.455 88.1

a See ref 3.

q(Si) + 2 q(Oz) ) 0
q(Al) + q(Si) + q(Na) + 4q(Oa) ) 0
q(Na) + q(Oa)- q(H) - q(Ob) ) 0} (2)

U ) ∑
iJ (-

AiJ

riJ
6

+
BiJ

riJ
12

+
qiqJ

riJ
) (3)

kifj(t) ) 1
øi

〈z̆(0)δi[r (0)]Θj[r (t)]〉 (4)
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δ[r-r i
q] with r‡

i representing the boundary of statei, and
Θj[r ] the standard step function whose value is 1 if the particle
is in statej and zero otherwise.

This equation represents the flux of particles through the
boundary surface of statei at timet ) 0 that are found in state
j at timet. If a particle “thermalizes” in the final statej, that is,
if it loses the translational energy that allows the diffusion of
matter from site to site,kifj(t) will tend to a plateau after a
certain time.71 For benzene in NaY at 300 K, the plateau was
found to be reached aftert ≈ 3 ps.7 This value determines the
microscopically exact rate constant to be used in kinetic Monte
Carlo (KMC) simulations of diffusion in zeolites.13 It has the
property that it does not depend, in theory, on the choice of the
boundary surface of the states, although the accuracy of the
calculation is strongly dependent.

The transition state theory (TST) rate constant between two
neighboring sitesi andj can be written using the same kind of
notation:

whereε now represents a very short time: all trajectories leaving
site i at t ) 0 in the direction of sitej will by definition be
found in site j just afterward. As a consequence, half of all
trajectories are considered reactive, and eq 5 is strongly
dependent on the choice of the transition state. The rate constant
can be rewritten in the usual form:

whereQ‡ is the configurational partition function at the transition
state,Qi the one in the reactant statei, kB being Boltzmann
constant,T the temperature, andm the particle mass.72 The last
expression can be calculated from a Monte Carlo calculation
and allows us to write the exact rate constant as:

wherein we have defined the so-called dynamic correction factor
as:

This factor in turn can be calculated using short nonequilibrium
molecular dynamics simulations, initialized at the transition state.
As can be seen from the theory, several steps are required to
finally attain the microscopically exact rate constants: (i) the
sites, as well as their boundaries, should be defined and
characterized; (ii) the TST rate constants between the sites need
to be evaluated; (iii) nonequilibrium molecular dynamics runs
allow the calculation of the flux correlation rates.

3.3. Simulation Procedures.A variety of force field based
computational techniques were used to model the adsorption
of benzene in HY, namely: (i) molecular docking to find the
minimum energy sites of the sorbed molecules; (ii) equilibrium
molecular dynamics (MD) at room temperature to investigate
the stability of the sites and the external motions of the sorbed
molecule; (iii) constrained minimization to find out the minimum
energy path (MEP) between some of the stable sites; (iv) Monte
Carlo (MC) umbrella sampling to investigate the temperature
dependence of the transition state theory (TST) hopping

probabilities; and (v) nonequilibrium MD for the calculation
of the dynamic corrections to the rate constants.

The docking procedure used in this study is described in ref
3. A single molecule is put in the zeolite framework and given
a random translational “kick,” followed by 1000 steps of high-
temperature MD, with a 1 fstime step; this starting structure is
then minimized. 300 initial configurations were analyzed. The
minimization procedure locates minimum energy sites, that is,
stable adsorption sites at 0 K. However, there is no guarantee
thatall sites in the simulation cell are found. Furthermore, the
sites may be bound by very low energy barriers, and therefore
be unstable sites even at very low temperature. Therefore in
each distinct site located by the docking procedure we run a 20
ps MD at 200 K to determine if it is a stable adsorption site at
this temperature. If so the distance distribution with the closest
protons was calculated from the MD results. The low-frequency
vibrational density of states (VDOS) of the sorbed benzene was
also calculated from the center of mass (COM) velocity
autocorrelation function in order to characterize the external
benzene motions at each stable site:7,73,74

wherec is the speed of light,σ the wavenumber counted in
cm-1, andv the COM velocity. We should point out that since
protons are fixed during the simulation we cannot observe the
coupling between the hydroxyl vibrations and those of benzene.
We have shown that in the case of NaY, the coupling between
the cation and benzene can change the observed vibrational
frequency by a factor of ca. 2.75 Thus we should consider the
peaks in the VDOS only as indicative of the benzene COM
motions in the different sites and not as quantitatively compa-
rable to experiment.

The constrained minimization procedure of ref 3 was then
applied to determine the MEP between the sites: at each step
along a path going from one site to another the benzene
molecular COM is constrained to stay in a plane perpendicular
to the path, and its position in the plane and internal degrees of
freedom are minimized. Note that this supposes that the reaction
coordinate is isomorphous to the position of the molecular COM,
which is reasonable since we are interested in the transport of
matter inside the zeolite. We focused on determining the
mechanism of the cage-to-cage motion of benzene in HY by
looking at a path beginning at a stable site in one supercage
and ending in another cage.

The TST rate constant calculated by eq 6 mainly depends on
the ratioQ‡/Qi, which can be related to a kind of potential of
mean forceF(z)76 by defining a restricted partition function:

whereE[z′,rN] is the energy of the configuration defined byrN,
so that the rate constant becomes:

Computing the TST rates is therefore equivalent to calculate
free energy differences. Numerous methods have been devel-
oped over the years,76,77 and it is still an area of active
research.78-83 In a previous publication about benzene in NaY7

we used the displacement vector method of Voter,84 which

VDOS(σ) ) ∫ dt exp(-i2πcσ‚t)
〈v(t)‚v(0)〉
〈v(0)‚v(0)〉

(9)

Q(z) ) ∫ dz′δ(z - z′) ∫ drN exp(-âE[z′,rN]) )

exp- âF(z) (10)

kifj
TST ) 1

2(2kBT

πm )1/2 exp- âF(z‡)

∫i exp- âF(z)dz
(11)

kifj
TST ) 1

øi
〈z̆(0)δi[r (0)]Θj[r (ε)]〉 (5)

kifj
TST ) 1

2(2kBT

πm )1/2Q‡

Qi
(6)

kifj(t) ) kifj
TST × fij(t) (7)

fij(t) )
〈z̆(0)δi[r (0)]Θj[r (t)]〉
〈z̆(0)δi[r (0)]Θj[r (ε)]〉

(8)
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presents the advantage of requiring only two constrained MC
calculations, one in the initial state and one in the final state.
In the case of HY however, some difficulties arise due to the
heterogeneous distribution of the protons, so that the adsorption
sites are not symmetrical and well-defined paths leading from
one single site to another no longer exist. We chose instead the
simple implementation of the umbrella sampling method85

presented in ref 76 as “self-consistent histogram window
sampling” (SCHWS).

The reaction path determined by constrained minimization
is cut into smaller slices, overlapping on one-third of their length
with the next interval. In each interval we calculate the
probability distribution (PD):

The complete distribution is then reconstructed from the PD in
each interval using the procedure indicated in ref 76. A plot of
F(z) ) -kBT ln p(z) can be interpreted as the constrained free
energy profile along the reaction coordinatez. For a perfectly
entropy-free, energy-driven reaction this plot would not display
any temperature dependence, indicating an Arrhenius depen-
dence for the rates; thus any temperature dependence can be
related to the entropy change during the reaction.

Depending on the MEP investigated, a 8 to 9 Åpath was cut
into 15 slices, thus building 0.8 to 1.0 Å intervals. The PD in
each slice was calculated from 105 MC steps at 200, 300, 400,
and 600 K. From the resulting profile we used two approxima-
tions of Qi to compute the TST rate constant: (i) from direct
integration ofp(z) over the “initial state” basins; (ii) from a fit
of F(z) ) -kBT ln p(z) around the bottom of the free energy
well by a quadratic functionF*(z) ) F0 + k(z - z0)2, followed
by integration over the fitted well:

The purpose of these two calculations is to estimate the order
of magnitude of the uncertainty onkTST by approximating∆kTST

≈ |k1
TST - k2

TST|.
In contrast to what was found in NaY,7 several different

minimum energy sites can be found for similar values of the
reaction coordinate; a converged MC at high temperature will
therefore sample all these sites. Although this is perfectly fine
for adsorption studies, we need to be somewhat more cautious
since we are interested in the dynamics of the sorbed mol-
ecule: indeed, our sampling should not allow the molecule to
cross unrealistically high energy barriers at a given temperature.
The maximum size of the MC steps was therefore limited to
∼0.3 Å. The corresponding acceptance rate varied between 0.4
and 0.7, depending on temperature. Despite this restriction, we
observed during the MC runs “multi-site” sampling. We have
verified that in most cases longer sampling improved the
statistical accuracy but did not change the calculated average
probabilities. Thus, the multisite sampling physically means that
at this temperature one average site exists encompassing multiple
0 K adsorption sites. An exception will be discussed in Section
4.

Following variational TST, transition states on the diffusion
path can be defined as the positions for which the probability
of presence is minimum. Dynamic corrections were computed
as the average over 2000 short nonequilibrium MD runs
initialized from a MC sampling constrained at this transition

state, with initial velocities assigned from a Maxwell-Boltz-
mann distribution at the required temperature. All trajectories
were run for 5 ps, with a 1 fs time step. We computed the
dynamic factor correcting the TST rate constants for the
probability to find the guest molecule at a particular site, and
also for the probability to find the molecule left and right of
the transition state. The uncertainty off(t) is estimated as the
95% confidence interval on the average value. From eq 8 we
see that the total uncertainty onk is ∆k/k ) ∆kTST/kTST+ ∆f/f.

4. Results and Discussion

4.1. Adsorption Sites.From the molecular docking of 300
initial benzene structures inside our HY model, we obtained
46 different minimized configurations; among these structures,
only 30 remained stable during a 20 ps MD run at 200 K, while
all others moved to another cataloged minimum energy position.
Based on the local geometry of the site, they can be categorized
in four classes, noted H(1), H(2), 2H(1), and W. One example
minimum energy configuration of each of the four classes is
depicted in Figure 1. Figure 2 presents the relevant probability
density distribution of the zeolite proton-benzene COM
distance for each class (except W) calculated from the average
over all distinct sites in the class obtained by a 20 ps MD
trajectory at 200 K, while Figure 3 presents the averaged low-
frequency vibrational density of states (VDOS) of the benzene
COM in all classes.

Figure 1. Examples of the four classes of minimum energy position
of benzene in the zeolite HY model with Si/Al) 2.43, as determined
with the docking procedure using the DIZZY code with the in-house
force field detailed in the text. White balls represent zeolite protons.

Figure 2. Probability density distribution of the zeolite H(n)-benzene
COM distance. Each curve is calculated from the average over a 20 ps
MD run at 200 K with a 1 fstime step in all distinct and stable sites
of the same class; results obtained using the DIZZY code with the
in-house force field indicated in the text.

pi(z) )
exp- âF(z)

∫zi
min

zi
max

dz′ exp- âF(z′)
(12)

kTST ) 1
2(2kBT

πm )1/2

exp- â(F(z‡) - F0) (13)
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4.1.1. H(1). The benzene molecule is facially coordinated to
a H(1) proton in a 12-T ring window, with an interaction energy
at 0 K varying between-58.8 and-45.3 kJ mol-1. The distance
between the benzene COM and the zeolite proton in the
minimized configuration varies between 2.4 and 3.3 Å, depend-
ing on the environment. There is no clear correlation between
this distance and the interaction energy. The dynamic distribu-
tion of distances at 200 K presents three distinct peaks at 2.5,
3.0, and 3.4 Å, showing a rather tight binding between the proton
and adsorbed benzene. This is confirmed by the VDOS in site
H(1) which presents several peaks at quite high frequencies for
adsorbed molecules, that is, 150 and 200 cm-1, corresponding
to the H-COM stretching. The presence of two peaks at lower
frequencies shows the existence of other types of translational
motions parallel to the zeolite wall.

4.1.2. H(2). The benzene molecule is facially coordinated to
a H(2) proton in a 6-T ring, with an interaction energy varying
between-56.8 and-39.0 kJ mol-1. The H(2)-COM distance
is in general larger than for H(1): 3.4< d(H(2)-COM) < 4.0
Å, because the H(2) proton protrudes much less from the O
frame than the H(1). A large part of the interaction stems
therefore from zeolite oxygen-benzene hydrogen interaction.
As a consequence, a slight correlation is found between the
number of Oa versus Oz atoms closest to the benzene hydrogens
and the interaction energy: the more Oa’s the larger the
magnitude of the interaction. Several other factors may however
play a role, most notably the presence or absence of a H(1)
proton nearby. The dynamic distribution of distances also shows
a single narrow peak at 3.6 Å, close to the distance of 3.4 Å
deduced from neutron diffraction by Vitale et al.17 On the VDOS
a single broad high-frequency peak around 150 cm-1 shows
that the H(2)-COM stretching is generally less tight than that
for H(1)-COM. The translational motions at lower frequencies,
on the other hand, show no difference with H(1).

4.1.3. 2H(1). The benzene molecule is facially coordinated
to two H(1) protons, either in the same 12-T ring or in the same
4-T ring. The distance between the two protons amounts to about
4 Å. The interaction energy varies between-56.7 and-44.1
kJ mol-1, that is, nearly identical to what was found for 1H(1).
The benzene 2H(1)-COM distances at 0 K varies between 2.7
and ∼4.5 Å; once again there is no correlation between the
zeolite O and benzene H distance and the interaction energy.
During the MD simulation, we found that a molecule at a 2H(1)
site could shift between a position where it lies closer to one
proton or the other. This suggests the existence of rather low
energy barriers between these equivalent positions; it creates a
long “supersite” next to the protonated groups, materialized by
the long tail observed for the 2H(1)-COM distribution in Figure
2. Since benzene is not linked to a single proton, no well-defined

high-frequency stretching peak is observed on the VDOS, but
rather a long tail decaying at∼200 cm-1. The low-frequency
component of the spectrum peaked at even lower frequencies
than those of H(1) and H(2), showing that the translational
parallel motion in this longer supersite is less constrained. As
described in Section 2, no special care was taken to maximize
the distance between zeolite protons during the protonation
procedure, as long as they were more than 4 Å apart. Thus the
number of such double hydroxyl groups might be overestimated
as compared to experimental structures.

4.1.4. W. W stands for a “window” site similar to what is
found in NaY: the benzene molecule is framed by the 12-T
window and stabilized by zeolite O-benzene H interactions.
Only one such stable site at 200 K was found, with an interaction
energy of -41.9 kJ mol-1. The involved window is not a
particularly Al rich one, since it contains 4 Al and 8 Si atoms,
the average being 3.5 Al and 8.5 Si. Although this site remains
stable during the dynamics, its relatively high energy places it
among the less probable adsorption sites. This is corroborated
by its single occurrence among the stable sites. The VDOS in
this site shows a single component at very low frequency, in
accordance with what was observed in NaY for the same site.7

Neutron diffraction experiments17 that located the H(2) sites
did not report the existence of a benzene site next to a H(1),
which we predict are the most stable sites. This might come
from the low symmetry of the H(1) protons in the zeolite cage,
as well as the existence of two adsorption sites involving these
protons: H(1) and 2H(1). Quantum mechanical calculations21,42

as well as infrared studies,18,19 however, suggest the existence
of such sites. A novelty here is the presence of 2H(1) sites, that
were theoretically postulated in silica gels42 but, to our
knowledge, never reported for Brønsted acid sites in zeolites.
All parameter sets we tried, however, lead to sites of this type
when two H(1) protons are sufficiently close. Note that we also
constructed a first zeolite model in which we allowed possible
Al-OH-Si-OH-Al groups; in this model and with the same
force field we could find close H(1) and H(2) protons that also
induced an adsorption site for benzene similar to 2H(1); the
influence of the protons therefore predominates over that of the
rest of the framework. The finding of a less stabilized W site
also agrees with IR measurements of very small bands thought
to belong to benzene molecules in the 12-T rings.18,19The clear
picture resulting from our calculations is that of a facially
coordinated van der Waals complex between hydroxyl groups
at H(1) or H(2) and the benzene molecule. The interaction
energies do not seem to depend directly on the local geometry
of this complex, but rather on the distribution of aluminum,
protons, and Oa and Oz types of oxygen in the vicinity. It
induces a large heterogeneity of the interaction energies,
amounting to 20 kJ mol-1. Some sites were found over
unprotonated 4- and 6-T rings, similar to what has been observed
in dealuminated Y;32,51,86these high energy sites, however, did
not appear to be stable during the short 200 K MD runs.

4.2. Site-to-Site Dynamics.4.2.1. Minimum Energy Paths.
The docking procedure presented in the previous section located
multiple sites for benzene adsorption in HY, with a large
heterogeneity of host-guest interaction energies. There is no a
priori way to determine if a molecule can go from one site to
any other without relaxing somewhere in between; the possible
pathways are therefore too numerous to be studied extensively,
and we need to focus on some selected ones. We chose to study
a pathway starting at a 2H(1) site in a cage, crossing a window,
and ending at a H(1) site in a neighboring cage. This path was
chosen arbitrarily to sample most site types (a H(2) proton being

Figure 3. Low-frequency vibrational density of states of the benzene
center of mass. Each curve is calculated from the average over a 20 ps
MD run at 200 K with a 1 fstime step in all distinct and stable sites
of the same class; results obtained using the DIZZY code with the
in-house force field indicated in the text.
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close to the path), but no attention was paid to the energy of
the particular sites encountered along the path. Most probably,
another choice of pathways would lead to numerically different
results. We are confident, however, that the conclusions drawn
from the analyses would remain unchanged.

Figure 4 presents the minimum energy pathway (MEP)
calculated from successive constrained energy minimizations
in a plane along a path from one far end of a cage to the far
end of the next; the corresponding energy profile is presented
in Figure 5. For convenience, we have labeled some of the
protons accessible to adsorbed benzene from A to H. The
molecule starts at a very deep 2H(1) site (F), goes through a
“cartwheel” jump to a H(1) site on the side of the 12-T window
(H), glides over the wall of the window to end next to the same
H(1) proton but on the other side of the window (H), and
reorients toward another H(1) opening in another window (A).
The 2H(1)f H(1) jump proceeds with a high energy barrier
of more than 30 kJ mol-1, while the “gliding” jumps present
smaller barriers of∼20 kJ mol-1. There are two reasons for
this high difference: first, the 2H(1) site investigated here is
fortuitously deeper than the other sites; and second, the chosen
path constrains the benzene to move away from the proton
toward the center of a cage, which is very generally a high
energy site for small molecules,87 while in the other cases
benzene remains parallel to the wall. Indeed, in Figure 5 the
MEP is also presented leading out of the same 2H(1) site (F)
toward a H(1) site with the benzene molecule parallel to the
wall; this path proceeds via a gliding motion with an energy
barrier of 20 kJ mol-1. It is therefore likely that the cartwheel
jump evidenced by our simulation would not play any significant

role in benzene diffusion at low temperatures. The window
crossing mechanism is completely different to what has been
postulated in NaX and NaY.13 Indeed, the benzene molecule
glides from a H(1) site on one side of the window to the other
side, in a sort of proton-assisted jump. Most probably, consid-
eration of the framework motions and especially of those of
the protons will reduce this already low energy barrier, by
allowing the host protons to follow the guest molecule. The 20
kJ mol-1 barrier observed for this motion makes the conven-
tional cage-to-cage jump through a W site relatively unlikely,
since the energy of the latter stable site is equal to that of the
maximum of the barrier.

The calculated energy barriers are close to the ones measured
at high temperatures by2H NMR:20 25 kJ mol-1. We also obtain
low energy barriers that could correlate with the 10 kJ mol-1

energy barrier found by the same group at low temperature. It
seems that gliding along the walls between H(1), H(2), and
2H(1) sites constitutes the lowest energy pathways for benzene
diffusion in HY. The window crossing mechanism does not
appear to be any different from other site-to-site motions, and
has a rather low energy profile. At low temperatures, mass
transport through HY therefore appears as though proceeding
through creeping along the walls between nearby H(1), H(2),
and 2H(1) sites, with energy barriers of approximately 15-20
kJ mol-1. Since the accessible protons are rather numerous in
the HY zeolite model (Si/Al) 2.43) we are using, there should
not be any trapping of benzene at a position from which it cannot
move through this same creeping mechanism; in particular, the
probability that a window does not present any H(1) proton is
small so that the probability that all four windows in a cage are
protonless is tiny. As the Si/Al ratio increases, the number of
protons decreases and we would expect more and more trapping
sites. As a consequence we expect the energy barrier for benzene
transport to increase. Indeed, Sousa-Gonc¸alvez et al.20 report
for benzene in dealuminated Y an activation energy at high
temperature of 30 kJ mol-1, larger than in HY. Note however
that Bull et al.32 only report an activation energy of 10.2 kJ
mol-1 in dealuminated Y.

4.2.2. Temperature Dependence of the Diffusion Path. The
diffusion path studied presents three distinct jumps, that is,
intracage 2H(1)f H(1) via cartwheel motion, intercage H(1)
f H(1) via a smooth glide over the window, and intracage H(1)
f H(1) via reorientation. To study the influence of temperature
using self-consistent histogram window sampling (SCHWS) we
chose to cut the previous path in three distinct parts, each starting
at the minimum energy position in one of the site and ending
at the minimum energy position in the other. The three paths
were then smoothly merged at the minimum energy positions.
As a consequence the constrained reaction coordinate is slightly
modified as compared to Figure 5. Results of the SCHWS are
presented in Figure 6, together with the minimum energy path
(MEP) already presented in Figure 5. A notable temperature
dependence of the plots indicates a strong influence of the
entropy on the molecular motions. The curves look quite
different from the MEP. First, the energy of the minima seems
to be very largely shifted toward higher energy as compared to
the deepest minimum, that is, the initial 2H(1) site. In fact this
effect is an artifact of the calculation, due to the very low
stability of the 2H(1)f H(1) cartwheel jump. Indeed, the MC
runs in the initial slices sample paths where benzene glides along
the wall to another H(1) site; after several intervals these paths
are no longer accessible, and the MC runs then sample another
path next to the H(1) proton. This introduces a discontinuity in
the sampling, shown by the apparent shift in Figure 6. In the

Figure 4. View of the successive positions of benzene along one
minimum energy path between two cages of HY, as calculated by the
constrained minimization procedure indicated in the text. White balls
represent zeolite protons. All results were obtained using the DIZZY
code with the in-house force field indicated in the text.

Figure 5. Energy profiles of selected minimum energy paths of
benzene in HY, as calculated by the constrained minimization procedure
using the DIZZY code with the in-house force field indicated in the
text. Circles: path corresponding to Figure 4; squares: alternative path
going out of the same initial 2H(1) site. Lines are splines of the
calculated points.
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following discussion, we will therefore neglect the 2H(1) site.
Second, other minima appear around 5, 11, and 18 Å. The
minimum at 5 Å corresponds to the sampling of a H(2)f H(1)
path instead of the 2H(1)f H(1) path, as discussed above. The
minimum at 11 Å, on the other hand, becomes more and more
apparent as the temperature increases; this comes from the
availability of another H(1) proton located at about 7.5 Å on
the other side of the window, both sites being sampled at the
same time. The “hollowing” with increasing temperature can
be interpreted in the following way: at low temperatures, the
most probable path from the H(1) site in one cage to the next
cage will be by the gliding motion presented in Figure 4, which
indeed is the only one accessible at 0 K; when the temperature
increases, another path is sampled, namely a jump across the
window to another H(1) proton, then from this new H(1) to the
final H(1) site on the other side of the original proton, or
alternatively to another proton in the cage. Both paths exist at
the temperatures studied. When benzene leaves the window by
the other H(1) proton other pathways for diffusion in the final
cage become available: these are the reasons for the appearance
of another minimum at∼18 Å.

4.2.3. Rate Constants. The existence of multiple pathways
for benzene diffusing in zeolite HY complicates the interpreta-
tion of the self-consistent histogram window sampling (SCHWS)
results. Since even at low temperature (200 K) distinct sites at
0 K are merged into larger supersites sampled by the Monte
Carlo (MC) runs, we cannot give a simple interpretation of site-
to-site rate constants to the probabilities extracted from Figure
6. Mass transport in HY however implies that benzene molecules
go from one cage to another through a window. We will
therefore focus on calculating the rates for the window crossing,
with transition state theory (TST) from eq 6, and with flux
correlation theory (CF). As indicated before, several different
sites can coexist on each side of the transition state. In this
context, it is not always meaningful to compute a site-to-site
rate constant. However, TST rates are simply defined as the
flux of molecules crossing the transition state to the left and to
the right; a meaningful dynamic correction factor then is the
probability to find the molecule left or right of the transition
state after a certain time. We also defined molecules to be in
individual “sites” when the benzene COM is less than 4 Å from
a proton. These sites are not exactly equivalent to the 0 K
adsorption sites defined in Section 4.1. However, they provide

a useful measure of the zeolite proton-benzene attraction. In
addition to the temperatures between 200 and 600 K already
studied for the whole path, we computed the TST and CF rates
for 150 and 800 K.

Figure 7 presents the dynamic correction factorf(t) for the
window crossing at three temperatures. Each curve is the average
of over ∼2000 nonequilibrium molecular dynamics (MD)
trajectories initialized from a MC run constrained around 10 Å
along the modified reaction coordinate in Figure 6, and lasted
for 5 ps with a 1 fstime step. The initial rise off(t) is an artifact
of the calculation, due to the fact that the transition state (TS)
on which the MC run is performed has a certain width, for
practical purposes. The rapid initial decrease off(t) is followed
not exactly by a plateau but by a gently decreasing slope. As
indicated in ref 22, the plateau value represents in fact an
exponential decrease off(t), whose rate should be the rate
constant; therefore, the dynamic correction to be used is the
limiting value of this slope towardt ) 0.

As can be seen in Figure 7, the correction factor is only
weakly temperature dependent, decreasing from∼0.8 at 600 K
to ∼0.5 at 150 K; the resulting effect therefore is to decrease
the activation energy for the window crossing, but only slightly.
The correction factor is rather high: up to 0.8, showing that
the choice of a reaction coordinate and of the TS is meaning-
ful: a good percentage of the trajectories crossing the window
to the left (or to the right, respectively) will be found at any
time t < 5 ps later on the left cage (or the right cage,
respectively). This is in contrast to what is observed for intracage
motions, such as the 2H(1)f H(1) with TS at 6.5 Å in Figure
6. Indeed, the corresponding dynamic correction factor displayed
in Figure 8 for three temperatures presents a very rapid initial
decrease, reaching zero in less than 0.5 ps for 150 K. This means
that there is as much probability to find the molecule to the left

Figure 6. Constrained free energy profileF(z) ) kB T ln[p(z)] of
benzene in zeolite HY, calculated using the SCHWS procedure and
the DIZZY code with the in-house force field indicated in the text.
The curves were translated so that the first minimum at∼1 Å has the
same energy at all temperatures. Circles: results of the constrained
minimization calculation presented in Figure 5; for readability, this
curve was translated upward from the free energy curves.

Figure 7. Dynamic correction factorf(t) for the window crossing
mechanism of benzene in zeolite HY. All curves are the average over
2000 nonequilibrium molecular dynamic trajectories, using the DIZZY
code with the in-house force field indicated in the text.

Figure 8. Dynamic correction factorf(t) for the 2H(1)f H(1) intracage
jump, with the molecule initially positioned at 6.5 Å in Figure 6,
calculated as the average over 2000 nonequilibrium molecular dynamics
trajectories using the DIZZY code and the in-house force field presented
in the text.
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or the right of the assumed TS after 0.5 ps whatever its original
direction. Since the chosen TS is a maximum of constrained
free energy it has a physical meaning as a position of low
probability to find the molecule. Therefore, the decrease to zero
means that the molecule does not relax in any of the sites to
the left or the right of the TS even at this low temperature.

Figure 9 presents in more detail the sites in which the benzene
molecules are found at the end of the 5 ps nonequilibrium MD
runs. More precisely, the ordinate counts〈νR〉/νTST, where
〈νR〉 ) 1/N∑i)1

N vi(0)‚nδi
R(5 ps) is the average velocity of the

MD runs that end after 5 ps in siteR. νTST being a positive
quantity, the positive values of〈νR〉 indicate that the molecule
ends on the right-hand side of the window, and the negative
value on the left-hand side. The site labels correspond to Figure
4. We do not require here that the molecule relax in the site,
but only that it is found in it at the end of the 5 ps MD run.
Note also that, to simplify the figures, not all sites are indicated.
At 150 K, most of the MD runs end next to the three protons
labeled H, A, and B. These sites correspond to the original H(1)
site on the left-hand side of the window in Figure 4, and two
H(1) sites on the other side of the window. This is in agreement
with the finding that at this low temperature the SCHWS
procedure only samples the sites close to the minimum energy
path (MEP). As the temperature increases, a number of other
sites are populated. However, up to 400 K the same three protons
close to the MEP remain the most attractive sites. The two A
and B protons are close to each other, so that above 150 K
they build a unique supersite which is shown by the coincidence
of the A and B curves in Figure 9. Above 400 K, all protons
become roughly equivalent.

Figure 10 presents the TST rate constants calculated for the
window crossing mechanism, both by direct integration and
using eq 13, as well as the dynamically corrected rateskCF. The
corresponding activation energies are summarized in Table 2.
The rate constant from the left cage to the right cageklr presents
a global Arrhenius dependence with temperature, with an
activation energy of about 13.2 kJ mol-1. Although the rate
constant for a jump from the right cage to the left cagekrl

decreases with increasing inverse temperature, its dependence
is not strictly linear. We can define roughly three temperature
domains: (i) below 200 K, (ii) between 200 and 300 K, and
(iii) above 300 K. At high temperature, the activation energy,
13.8 kJ mol-1, is very close to that ofklr. In the middle
temperature range, the apparent activation energy is much
higher: 32.8 kJ mol-1. Finally at low temperature the activation

energy ofkrl decreases to only 7.6 kJ mol-1. The reason for the
different behavior ofkrl as compared toklr can be found in Figure
6. Indeed the potential of mean force on the left-hand side of
the window presents the same profile, whatever the temperature.
On the right-hand side however, as indicated in Section 4.2.2.,
the profile changes as the temperature increases, reflecting the
opening of different pathways out of the window. The activation
energies we estimated are quite close to the experimental data
of Sousa-Gonc¸alves et al.20 which also present a change around
260 K. While they attributed this change to intracage and
intercage mobility, our results suggest that it could be due to
multiple crossing pathways for the same type of cage-to-cage
motions. The large differences in activation energies, depending
on the pathway and on the temperature, indicate a large
heterogeneity of the rate constants. The influence of this
heterogeneity is rather difficult to quantify exactly. Indeed, if
we suppose that these activation energies are Gaussian distrib-
uted aroundE0 with a varianceσ2, we have that:13 〈k〉 ≈ ν
exp(-âE0) exp(-â2σ2/2); that is, the apparent average activation
energy deduced from measures of the rates will appear
somewhatlarger than the average activation energy, especially
at low temperatures. This comes from the trapping of the
molecules in sites with high activation energies.

5. Conclusion

The theoretical simulations relative to the adsorption and
diffusion of benzene in zeolite HY presented in this article lead
to a number of conclusions that can help to interpret some
experimental data on this widely used system. Like all other
force field based simulations, the numerical results we obtain
depend on the potential used. We parametrized a new force field
on experimental data for benzene adsorption and diffusion in
different zeolites of faujasite type. Through this parametrization
we gained some insight into the influence of the parameters,
and we are confident that the philosophy of our results would

Figure 9. Proportion of the nonequilibrium MD runs ending in a
particular siteR ) A, B, . . . G indicated in Figure 4.

Figure 10. Correlation function rate constants for the window crossing,
from left to right klr and from right to leftkrl calculated by eqs 6, 8,
and 13. The lines indicates the mobility factor calculated from NMR
data by Sousa-Gonc¸alves et al.20

TABLE 2: Activation Energies for the Window Crossing of
Benzene in Zeolite HY from Correlation Function Rate
Constants Presented in Figure 10a

rate
temperature
range (K)

value
(kJ mol-1)

klr 150-600 K 13.2( 0.8
krl 150-220 K 7.6( 1.7
krl 200-300 K 32.8( 3.1
krl 260-600 K 13.8( 4.1
kexp

b 210-260 K 10
kexp

b 260-292 K 25

a klr is the rate constant for a window crossing from the cage on the
left of Figure 4, to the cage on the right of Figure 4,krl the rate of the
window crossing from the right cage to the left cage.b See ref 20.

2368 J. Phys. Chem. B, Vol. 104, No. 10, 2000 Jousse et al.



remain the same for any force field using related charges and
potential energy functions.

Molecular docking and minimization have shown that in the
most important minimum energy sites benzene is coordinated
facially to one or two H(1) or H(2) protons in the supercages.
The coordination to two protons has not been reported for the
adsorption of benzene in any zeolite yet, to the best of our
knowledge; it might be that the zeolite model used overestimates
the importance of this 2H(1) site, but we are confident that in
the absence of direct chemical interactions it exists. We also
found some small adsorption onto the 12-membered ring
windows, in accordance with IR data.18

Diffusion at very low temperature proceeds mainly by gliding
or creeping along the supercage walls, with energy barriers
ranging between 10 and 20 kJ mol-1. The window crossing is
no exception and proceeds via adsorption of benzene on a H(1)
on one side of the window and gliding to the other side, with
an activation energy that is not different from that of the
intracage jumps. Cartwheel jumps between two sites are also
possible, but with much higher activation energies reaching 30
kJ mol-1. The energies reported here are in good agreement
with the experimental data of Sousa-Gonc¸alvez et al.20 These
authors report two activation energies, that is, 10 kJ mol-1 at
low temperature, and 25 kJ mol-1 at high temperature, attributed
to intracage and intercage jumps, respectively. Our simulation
results suggest that there is no relation between these types of
jumps and the activation energies; it might be that the difference
observed originates in the large heterogeneity of the energies
evidenced in our simulations.

The high Si/Al ratio of the model used implies that lots of
H(1) and H(2) protons are available for benzene adsorption.
As a consequence we observe multiple sites and multiple
pathways between the sites. Even at low temperatures, “com-
pound sites” made of two or more single sites are observed in
the MC simulations. The notion of a site-to-site jump therefore
loses the strict sense that it has, for example, in NaY. Note
however that the notion of sites still makes sense, since they
are stable at 200 K during a 20 ps molecular dynamics (MD)
simulation, and since they appear on the umbrella sampling of
a pathway between two supercages as positions with maximum
probability of presence. Calculations of the dynamic rate
constants between two sites inside the same cage show that it
is the absence of any relaxation in the final site that destroys
the site-to-site picture of intracage diffusion of benzene in HY.
The same dynamic computations of the rate constants for the
cage-to-cage jumps show, however, that the latter rates retain
some physical meaning. The rates present an activation energy
that confirms the heterogeneity found in the nondynamic
calculations, and that are in global agreement with the experi-
mental values.

The results presented here show that diffusion of benzene in
HY, even at 200 K, should be regarded as a cage-to-cage
mechanism with relaxation in the final cage, but without
reference to particular adsorption sites. Such a model can easily
be integrated in a KMC simulation.13,88 The rates for cage-to-
cage jumps could in principle be calculated from unconstrained
molecular dynamics calculations.88,89 Though this causes no
problem at high enough temperature, the MD runs performed
in this study show that at 200 K the benzene molecules remain
in the stable adsorption sites for at least 20 ps. At low
temperatures, very long calculations would be needed to find
statistically averaged rates. However, such a procedure is
probably needed in order to find out the loading dependence of
the rates, essential for a KMC representation of the diffusion.
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